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ten permission of the publisher (Birkhäuser Boston, c/o Springer Science Business Media LLC, 233
Spring Street, New York, NY 10013, USA), except for brief excerpts in connection with reviews or
scholarly analysis. Use in connection with any form of information storage and retrieval, electronic
adaptation, computer software, or by similar or dissimilar methodology now known or hereafter de-
veloped is forbidden.
The use in this publication of trade names, trademarks, service marks and similar terms, even if they
are not identified as such, is not to be taken as an expression of opinion as to whether or not they are
subject to proprietary rights.

9 8 7 6 5 4 3 2 1

www.birkhauser.com (JLS/SB)



Preface

D-Modules, Perverse Sheaves, and Representation Theory is a greatly expanded
translation of the Japanese edition entitled D kagun to daisugun (D-Modules and
Algebraic Groups) which was published by Springer-Verlag Tokyo, 1995. For the
new English edition, the two authors of the original book, R. Hotta and T. Tanisaki,
have added K. Takeuchi as a coauthor. Significant new material along with corrections
and modifications have been made to this English edition.

In the summer of 1982, a symposium was held in Kinosaki in which the sub-
ject of D-modules and their applications to representation theory was introduced.
At that time the theory of regular holonomic D-modules had just been completed
and the Kazhdan–Lusztig conjecture had been settled by Brylinski–Kashiwara and
Beilinson–Bernstein. The articles that appeared in the published proceedings of the
symposium were not well presented and of course the subject was still in its infancy.
Several monographs, however, did appear later on D-modules, for example, Björk
[Bj2], Borel et al. [Bor3], Kashiwara–Schapira [KS2], Mebkhout [Me5] and others,
all of which were taken into account and helped us make our Japanese book more
comprehensive and readable. In particular, J. Bernstein’s notes [Ber1] were extremely
useful to understand the subject in the algebraic case; our treatment in many aspects
follows the method used in the notes. Our plan was to present the combination of
D-module theory and its typical applications to representation theory as we believe
that this is a nice way to understand the whole subject.

Let us briefly explain the contents of this book. Part I is devoted to D-module
theory, placing special emphasis on holonomic modules and constructible sheaves.
The aim here is to present a proof of the Riemann–Hilbert correspondence. Part II
is devoted to representation theory. In particular, we will explain how the Kazhdan–
Lusztig conjecture was solved using the theory of D-modules. To a certain extent we
assume the reader’s familiarity with algebraic geometry, homological algebras, and
sheaf theory. Although we include in the appendices brief introductions to algebraic
varieties and derived categories, which are sufficient overall for dealing with the text,
the reader should occasionally refer to appropriate references mentioned in the text.

The main difference from the original Japanese edition is that we made some new
chapters and sections for analytic D-modules, meromorphic connections, perverse
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sheaves, and so on. We thus emphasized the strong connections of D-modules with
various other fields of mathematics.

We express our cordial thanks to A. D’Agnolo, C. Marastoni, Y. Matsui,
P. Schapira, and J. Schürmann for reading very carefully the draft of the English
version and giving us many valuable comments. Discussions with M. Kaneda,
K. Kimura, S. Naito, J.-P. Schneiders, K. Vilonen, and others were also very helpful
in completing the exposition. M. Nagura and Y. Sugiki greatly helped us in typing
and correcting our manuscript. Thanks also go to many people for useful comments
on our Japanese version, in particular to T. Ohsawa. Last but not least, we cannot ex-
aggerate our gratitude to M. Kashiwara throughout the period since 1980 on various
occasions.

2006 March R. Hotta

K. Takeuchi
College of Mathematics, University of Tsukuba

T. Tanisaki
Faculty of Science, Osaka City University
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Introduction

The theory of D-modules plays a key role in algebraic analysis. For the purposes of
this text, by “algebraic analysis,’’ we mean analysis using algebraic methods, such
as ring theory and homological algebra. In addition to the contributions by French
mathematicians, J. Bernstein, and others, this area of research has been extensively
developed since the 1960s by Japanese mathematicians, notably in the important
contributions of M. Sato, T. Kawai, and M. Kashiwara of the Kyoto school.

To this day, there continue to be outstanding results and significant theories com-
ing from the Kyoto school, including Sato’s hyperfunctions, microlocal analysis, D-
modules and their applications to representation theory and mathematical physics. In
particular, the theory of regular holonomic D-modules and their solution complexes
(e.g., the theory of the Riemann–Hilbert correspondence which gave a sophisticated
answer to Hilbert’s 21st problem) was a most important and influential result. Indeed,
it provided the germ for the theory of perverse sheaves, which was a natural develop-
ment from intersection cohomologies. Moreover, M. Saito used this result effectively
to construct his theory of Hodge modules, which largely extended the scope of Hodge
theory. In representation theory, this result opened totally new perspectives, such as
the resolution of the Kazhdan–Lusztig conjecture.

As stated above, in addition to the strong impact on analysis which was the initial
main motivation, the theory of algebraic analysis, especially that of D-modules,
continues to play a central role in various fields of contemporary mathematics. In fact,
D-module theory is a source for creating new research areas from which new theories
emerge. This striking feature of D-module theory has stimulated mathematicians in
various other fields to become interested in the subject.

Our aim is to give a comprehensive introduction to D-modules. Until recently,
in order to really learn it, we had to read and become familiar with many articles,
which took long time and considerable effort. However, as we mentioned in the
preface, thanks to some textbooks and monographs, the theory has become much
more accessible nowadays, especially for those who have some basic knowledge of
complex analysis or algebraic geometry. Still, to understand and appreciate the real
significance of the subject on a deep level, it would be better to learn both the theory
and its typical applications.



2 Introduction

In Part I of this book we introduce D-modules principally in the context of present-
ing the theory of the Riemann–Hilbert correspondence. Part II is devoted to explain-
ing applications to representation theory, especially to the solution to the Kazhdan–
Lusztig conjecture. Since we mainly treat the theory of algebraic D-modules on
smooth algebraic varieties rather than the (original) analytic theory on complex man-
ifolds, we shall follow the unpublished notes [Ber3] of Bernstein (the book [Bor3] is
also written along this line). The topics treated in Part II reveal how useful D-module
theory is in other branches of mathematics. Among other things, the essential useful-
ness of this theory contributed heavily to resolving the Kazhdan–Lusztig conjecture,
which was of course a great breakthrough in representation theory.

As we started Part II by giving a brief introduction to some basic notions of Lie
algebras and algebraic groups using concrete examples, we expect that researchers
in other fields can also read Part II without much difficulty.

Let us give a brief overview of the topics developed in this text. First, we explain
how D-modules are related to systems of linear partial differential equations. Let X

be an open subset of Cn and denote by O the commutative ring of complex analytic
functions globally defined on X. We denote by D the set of linear partial differential
operators with coefficients in O. Namely, the set D consists of the operators of
the form

∞∑
i1,i2,...,in

fi1,i2,...,in

(
∂

∂x1

)i1
(

∂

∂x2

)i2

· · ·
(

∂

∂xn

)in

(fi1,i2,...,in ∈ O)

(each sum is a finite sum), where (x1, x2, . . . , xn) is a coordinate system of Cn. Note
that D is a non-commutative ring by the composition of differential operators. Since
the ring D acts on O by differentiation, O is a left D-module. Now, for P ∈ D, let
us consider the differential equation

Pu = 0 (0.0.1)

for an unknown function u. According to Sato, we associate to this equation the left
D-module M = D/DP . In this setting, if we consider the set HomD(M, O) of
D-linear homomorphisms from M to O, we get the isomorphism

HomD(M, O) = HomD(D/DP, O)

� {ϕ ∈ HomD(D, O) | ϕ(P ) = 0}.
Hence we see by HomD(D, O) � O (ϕ �→ ϕ(1)) that

HomD(M, O) � {f ∈ O | Pf = 0}
(Pf = Pϕ(1) = ϕ(P 1) = ϕ(P ) = 0). In other words, the (additive) group
of the holomorphic solutions to the equation (0.0.1) is naturally isomorphic to
HomD(M, O). If we replace O with another function space F admitting a natu-
ral action of D (for example, the space of C∞-functions, Schwartz distributions,
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Sato’s hyperfunctions, etc.), then HomD(M, F) is the set of solutions to (0.0.1) in
that function space.

More generally, a system of linear partial differential equations of l-unknown
functions u1, u2, . . . , ul can be written in the form

l∑
j=1

Pij uj = 0 (i = 1, 2, . . . , k) (0.0.2)

by using some Pij ∈ D (1 ≤ i ≤ k, 1 ≤ j ≤ l). In this situation we have also a
similar description of the space of solutions. Indeed if we define a left D-module M

by the exact sequence

Dk ϕ−→ Dl −→ M −→ 0 (0.0.3)

ϕ(Q1, Q2, . . . , Qk) =
(

k∑
i=1

QiPi1,

k∑
i=1

QiPi2, . . . ,

k∑
i=1

QiPil

)
,

then the space of the holomorphic solutions to (0.0.2) is isomorphic to HomD(M, O).
Therefore, systems of linear partial differential equations can be identified with the
D-modules having some finite presentations like (0.0.3), and the purpose of the the-
ory of linear PDEs is to study the solution space HomD(M, O). Since the space
HomD(M, O) does not depend on the concrete descriptions (0.0.2) and (0.0.3) of
M (it depends only on the D-linear isomorphism class of M), we can study these
analytical problems through left D-modules admitting finite presentations. In the
language of categories, the theory of linear PDEs is nothing but the investigation
of the contravariant functor HomD(•, O) from the category M(D) of D-modules
admitting finite presentations to the category M(C) of C-modules.

In order to develop this basic idea, we need to introduce sheaf theory and homo-
logical algebra. First, let us explain why sheaf theory is indispensable. It is sometimes
important to consider solutions locally, rather than globally on X. For example, in
the case of ordinary differential equations (or more generally, the case of integrable
systems), the space of local solutions is always finite dimensional; however, it may
happen that the analytic continuations (after turning around a closed path) of a so-
lution are different from the original one. This phenomenon is called monodromy.
Hence we also have to take into account how local solutions are connected to each
other globally.

Sheaf theory is the most appropriate language for treating such problems. There-
fore, sheafifying O, D, let us now consider the sheaf OX of holomorphic functions
and the sheaf DX (of rings) of differential operators with holomorphic coefficients.
We also consider sheaves of DX-modules (in what follows, we simply call them DX-
modules) instead of D-modules. In this setting, the main objects to be studied are
left DX-modules admitting locally finite presentations (i.e., coherent DX-modules).
Sheafifying also the solution space, we get the sheaf HomDX

(M, OX) of the holo-
morphic solutions to a DX-module M . It follows that what we should investigate is
the contravariant functor HomDX

(•, OX) from the category Modc(DX) of coherent
DX-modules to the category Mod(CX) of (sheaves of) CX-modules.
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Let us next explain the need for homological algebra. Although both Modc(DX)

and Mod(CX) are abelian categories, HomDX
(•, OX) is not an exact functor. Indeed,

for a short exact sequence

0 −→ M1 −→ M2 −→ M3 −→ 0 (0.0.4)

in the category Modc(DX) the sequence

0 → HomDX
(M3, OX) → HomDX

(M2, OX) → HomDX
(M1, OX) (0.0.5)

associated to it is also exact; however, the final arrow HomDX
(M2, OX) →

HomDX
(M1, OX) is not necessarily surjective. Hence we cannot recover informa-

tion about the solutions of M2 from those of M1, M3. A remedy for this is to consider
also the “higher solutions’’ Exti

DX
(M, OX) (i = 0, 1, 2, . . . ) by introducing tech-

niques in homological algebra. We have Ext0
DX

(M, OX) = HomDX
(M, OX) and

the exact sequence (0.0.5) is naturally extended to the long exact sequence

· · · → Exti
DX

(M3, OX) → Exti
DX

(M2, OX) → Exti
DX

(M1, OX)

→ Exti+1
DX

(M3, OX) → Exti+1
DX

(M2, OX) → Exti+1
DX

(M1, OX) → · · · .

Hence the theory will be developed more smoothly by considering all higher solutions
together.

Furthermore, in order to apply the methods of homological algebra in full general-
ity, it is even more effective to consider the object RHomDX

(M, OX) in the derived
category (it is a certain complex of sheaves of CX-modules whose i-th cohomology
sheaf is Exti

DX
(M, OX)) instead of treating the sheaves Exti

DX
(M, OX) separately

for various i’s. Among the many other advantages for introducing the methods of ho-
mological algebra, we point out here the fact that the sheaf of a hyperfunction solution
can be obtained by taking the local cohomology of the complex RHomDX

(M, OX)

of holomorphic solutions. This is quite natural since hyperfunctions are determined
by the boundary values (local cohomologies) of holomorphic functions.

Although we have assumed so far that X is an open subset of Cn, we may re-
place it with an arbitrary complex manifold. Moreover, also in the framework of
smooth algebraic varieties over algebraically closed fields k of characteristic zero,
almost all arguments remain valid except when considering the solution complex
RHomDX

(•, OX), in which case we need to assume again that k = C and return to
the classical topology (not the Zariski topology) as a complex manifold. In this book
we shall mainly treat D-modules on smooth algebraic varieties over C; however,
in this introduction, we will continue to explain everything on complex manifolds.
Hence X denotes a complex manifold in what follows.

There were some tentative approaches to D-modules by D. Quillen, Malgrange,
and others in the 1960s; however, the real intensive investigation leading to later
development was started by Kashiwara in his master thesis [Kas1] (we also note
that this important contribution to D-module theory was also made independently by
Bernstein [Ber1],[Ber2] around the same period). After this groundbreaking work,
in collaboration with Kawai, Kashiwara developed the theory of (regular) holonomic
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D-modules [KK3], which is a main theme in Part I of this book. Let us discuss this
subject.

It is well known that the space of the holomorphic solutions to every ordinary
differential equation is finite dimensional. However, when X is higher dimensional,
the dimensions of the spaces of holomorphic solutions can be infinite. This is because,
in such cases, the solution contains parameters given by arbitrary functions unless
the number of given equations is sufficiently large. Hence our task is to look for a
suitable class of DX-modules whose solution spaces are finite dimensional. That is,
we want to find a generalization of the notion of ordinary differential equations in
higher-dimensional cases.

For this purpose we consider the characteristic variety Ch(M) for a coherent
DX-module M , which is a closed analytic subset of the cotangent bundle T ∗X of
X (we sometimes call this the singular support of M and denote it by SS(M)). We
know by a fundamental theorem of algebraic analysis due to Sato–Kawai–Kashiwara
[SKK] that Ch(M) is an involutive subvariety in T ∗X with respect to the canonical
symplectic structure of T ∗X. In particular, we have dim Ch(M) ≥ dim X for any
coherent DX-module M 	= 0.

Now we say that a coherent DX-module M is holonomic (a maximally overde-
termined system) if it satisfies the equality dim Ch(M) = dim X. Let us give the
definition of characteristic varieties only in the simple case of DX-modules

M = DX/I, I = DXP1 + DXP2 + · · · + DXPk

associated to the systems

P1u = P2u = · · · = Pku = 0 (Pi ∈ DX) (0.0.6)

for a single unknown function u. In this case, the characteristic variety Ch(M) of
M is the common zero set of the principal symbols σ(Q) (Q ∈ I ) (recall that for
Q ∈ DX its principal symbol σ(Q) is a holomorphic function on T ∗X). In many
cases Ch(M) coincides with the common zero set of σ(P1), σ (P2), . . . , σ (Pk), but it
sometimes happens to be smaller (we also see from this observation that the abstract
DX-module M itself is more essential than its concrete expression (0.0.6)).

To make the solution space as small (finite dimensional) as possible we should
consider as many equations as possible. That is, we should take the ideal I ⊂ DX

as large as possible. This corresponds to making the ideal generated by the principal
symbols σ(P ) (P ∈ I ) (in the ring of functions on T ∗X) as large as possible, for
which we have to take the characteristic variety Ch(M), i.e., the zero set of the
σ(P )’s, as small as possible. On the other hand, a non-zero coherent DX-module is
holonomic if the dimension of its characteristic variety takes the smallest possible
value dim X. This philosophical observation suggests a possible connection between
the holonomicity and the finite dimensionality of the solution spaces. Indeed such
connections were established by Kashiwara as we explain below.

Let us point out here that the introduction of the notion of characteristic varieties
is motivated by the ideas of microlocal analysis. In microlocal analysis, the sheaf
EX of microdifferential operators is employed instead of the sheaf DX of differential
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operators. This is a sheaf of rings on the cotangent bundle T ∗X containing π−1DX

(π : T ∗X → X) as a subring. Originally, the characteristic variety Ch(M) of a
coherent DX-module M was defined to be the support supp(EX ⊗π−1DX

π−1M) of
the corresponding coherent EX-module EX ⊗π−1DX

π−1M . A guiding principle of
Sato–Kawai–Kashiwara [SKK] was to develop the theory in the category of EX-
modules even if one wants results for DX-modules. In this process, they almost
completely classified coherent EX-modules and proved the involutivity of Ch(M).

Let us return to holonomic D-modules. In his Ph.D. thesis [Kas3], Kashiwara
proved for any holonomic DX-module M that all of its higher solution sheaves
Exti

DX
(M, OX) are constructible sheaves (i.e., all its stalks are finite-dimensional

vector spaces and for a stratification X = ⊔
Xi of X its restriction to each Xi is

a locally constant sheaf on Xi). From this result we can conclude that the notion
of holonomic DX-module is a natural generalization of that of linear ordinary dif-
ferential equations to the case of higher-dimensional complex manifolds. We note
that it is also proved in [Kas3] that the solution complex RHomDX

(M, OX) satisfies
the conditions of perversity (in language introduced later). The theory of perverse
sheaves [BBD] must have been motivated (at least partially) by this result.

In the theory of linear ordinary differential equations, we have a good class of
equations called equations with regular singularities, that is, equations admitting
only mild singularities. We also have a successful generalization of this class to
higher dimensions, that is, to regular holonomic DX-modules. There are roughly two
methods to define this class; the first (traditional) one will be to use higher-dimensional
analogues of the properties characterizing ordinary differential equations with regular
singularities, and the second (rather tactical) will be to define a holonomic DX-module
to be regular if its restriction to any algebraic curve is an ordinary differential equation
with regular singularities. The two methods are known to be equivalent. We adopt
here the latter as the definition. Moreover, we note that there is a conceptual difference
between the complex analytic case and the algebraic case for the global meaning of
regularity.

Next, let us explain the Riemann–Hilbert correspondence. By the monodromy
of a linear differential equation we get a representation of the fundamental group
of the base space. The original 21st problem of Hilbert asks for its converse: that
is, for any representation of the fundamental group, is there an ordinary differential
equation (with regular singularities) whose monodromy representation coincides with
the given one? (there exist several points of view in formulating this problem more
precisely, but we do not discuss them here. For example, see [AB], and others).

Let us consider the generalization in higher dimensions of this problem. A satis-
factory answer in the case of integrable connections with regular singularities was
given by P. Deligne [De1]. In this book, we deal with the problem for regular
holonomic DX-modules. As we have already seen, for any holonomic DX-module
M , its solutions Exti

DX
(M, OX) are constructible sheaves. Hence, if we denote

by Db
c (CX) the derived category consisting of bounded complexes of CX-modules

whose cohomology sheaves are constructible, the holomorphic solution complex
RHomDX

(M, OX) is an object of Db
c (CX). Therefore, denoting by Db

rh(DX) the
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derived category consisting of bounded complexes of DX-modules whose cohomol-
ogy sheaves are regular holonomic DX-modules, we can define the contravariant
functor

RHomDX
(•, OX) : Db

rh(DX) −→ Db
c (CX). (0.0.7)

One of the most important results in the theory of D-modules is the (contravariant)
equivalence of categories Db

rh(DX) � Db
c (CX) via this functor. The crucial point of

this equivalence (the Riemann–Hilbert correspondence, which we noted is the most
sophisticated solution to Hilbert’s 21st problem) lies in the concept of regularity and
this problem was properly settled by Kashiwara–Kawai [KK3]. The correct formu-
lation of the above equivalence of categories was already conjectured by Kashiwara
in the middle 1970s and the proof was completed around 1980 (see [Kas6]). The
full proof was published in [Kas10]. For this purpose, Kashiwara constructed the
inverse functor of the correspondence (0.0.7). We should note that another proof of
this correspondence was also obtained by Mebkhout [Me4]. For the more detailed
historical comments, compare the foreword by Schapira in the English translation
[Kas16] of Kashiwara’s master thesis [Kas1]. As mentioned earlier we will mainly
deal with algebraic D-modules in this book, and hence what we really consider is a
version of the Riemann–Hilbert correspondence for algebraic D-modules. After the
appearance of the theory of regular holonomic D-modules and the Riemann–Hilbert
correspondence for analytic D-modules, A. Beilinson and J. Bernstein developed the
corresponding theory for algebraic D-modules based on much simpler arguments.
Some part of this book relies on their results.

The content of Part I is as follows. In Chapters 1–3 we develop the basic theory
of algebraic D-modules. In Chapter 4 we give a survey of the theory of analytic D-
modules and present some properties of the solution and the de Rham functors. Chap-
ter 5 is concerned with results on regular meromorphic connections due to Deligne
[De1]. As for the content of Chapter 5, we follow the notes of Malgrange in [Bor3],
which will be a basis of the general theory of regular holonomic D-modules described
in Chapters 6 and 7. In Chapter 6 we define the notion of regular holonomic algebraic
D-modules and show its stability under various functors. In Chapter 7 we present
a proof of an algebraic version the Riemann–Hilbert correspondence. The results in
Chapters 6 and 7 are totally due to the unpublished notes of Bernstein [Ber3] explain-
ing his work with Beilinson. In Chapter 8 we give a relatively self-contained account
of the theory of intersection cohomology groups and perverse sheaves (M. Goresky–
R. MacPherson [GM1], Beilinson–Bernstein–Deligne [BBD]) assuming basic facts
about constructible sheaves. This part is independent of other parts of the book. We
also include a brief survey of the theory of Hodge modules due to Morihiko Saito
[Sa1], [Sa2] without proofs.

We finally note that the readers of this book who are only interested in algebraic
D-module theory (and not in the analytic one) can skip Sections 4.4 and 4.6, and need
not become involved with symplectic geometry.

In the rest of the introduction we shall give a brief account of the content of Part II
which deals with applications of D-module theory to representation theory.
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The history of Lie groups and Lie algebras dates back to the 19th century, the
period of S. Lie and F. Klein. Fundamental results about semisimple Lie groups
such as those concerning structure theorems, classification, and finite-dimensional
representation theory were obtained by W. Killing, E. Cartan, H. Weyl, and others
until the 1930s. Afterwards, the theory of infinite-dimensional (unitary) representa-
tions was initiated during the period of World War II by E. P. Wigner, V. Bargmann,
I. M. Gelfand, M. A. Naimark, and others, and partly motivated by problems in
physics. Since then and until today the subject has been intensively investigated
from various points of view. Besides functional analysis, which was the main method
at the first stage, various theories from differential equations, differential geometry,
algebraic geometry, algebraic analysis, etc. were applied to the theory of infinite-
dimensional representations. The theory of automorphic forms also exerted a signifi-
cant influence. Nowadays infinite-dimensional representation theory is a place where
many branches of mathematics come together. As contributors representing the de-
velopment until the 1970s, we mention the names of Harish-Chandra, B. Kostant,
R. P. Langlands.

On the other hand, the theory of algebraic groups was started by the fundamental
works of C. Chevalley, A. Borel, and others [Ch] and became recognized widely
by the textbook of Borel [Bor1]. Algebraic groups are obtained by replacing the
underlying complex or real manifolds of Lie groups with algebraic varieties. Over
the fields of complex or real numbers algebraic groups form only a special class of Lie
groups; however, various new classes of groups are produced by taking other fields
as the base field. In this book we will only be concerned with semisimple groups over
the field of complex numbers, for which Lie groups and algebraic groups provide the
same class of groups. We regard them as algebraic groups since we basically employ
the language of algebraic geometry.

The application of algebraic analysis to representation theory was started by the
resolution of the Helgason conjecture [six] due to Kashiwara, A. Kowata, K. Mine-
mura, K. Okamoto, T. Oshima, and M. Tanaka. In this book, we focus however on
the resolution of the Kazhdan–Lusztig conjecture which was the first achievement in
representation theory obtained by applying D-module theory.

Let us explain the problem. It is well known that all finite-dimensional irreducible
representations of complex semisimple Lie algebras are highest weight modules with
dominant integral highest weights. For such representations the characters are de-
scribed by Weyl’s character formula. Inspired by the works of Harish-Chandra on
infinite-dimensional representations of semisimple Lie groups, D. N. Verma proposed
in the late 1960s the problem of determining the characters of (infinite-dimensional)
irreducible highest weight modules with not necessarily dominant integral highest
weights. Important contributions to this problem by a purely algebraic approach
were made in the 1970s by Bernstein, I. M. Gelfand, S. I. Gelfand, and J. C. Jantzen,
although the original problem was not solved.

A breakthrough using totally new methods was made around 1980. D. Kazhdan
and G. Lusztig introduced a family of special polynomials (the Kazhdan–Lusztig
polynomials) using Hecke algebras and proposed a conjecture giving the explicit form
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of the characters of irreducible highest weight modules in terms of these polynomials
[KL1]. They also gave a geometric meaning for Kazhdan–Lusztig polynomials using
the intersection cohomology groups of Schubert varieties. Promptly responding to
this, Beilinson–Bernstein [BB] and J.-L. Brylinski–Kashiwara independently solved
the conjecture by establishing a correspondence between highest weight modules and
the intersection cohomology complexes of Schubert varieties via D-modules on the
flag manifold. This successful achievement, i.e., employing theories and methods,
from other fields, was quite astonishing for the specialists who had been studying
the problem using purely algebraic means. Since then D-module theory has brought
numerous new developments in representation theory.

Let us explain more precisely the methods used to solve the Kazhdan–Lusztig
conjecture. Let G be an algebraic group (or a Lie group), g its Lie algebra and U(g)

the universal enveloping algebra of g. If X is a smooth G-variety and V is a G-
equivariant vector bundle on X, the set �(X, V) of global sections of V naturally has
a g-module structure. The construction of the representation of g (or of G) in this
manner is a fundamental technique in representation theory.

Let us now try to generalize this construction. Denote by DV
X ⊂ EndC(V)

the sheaf of rings of differential operators acting on the sections of V . Then DV
X is

isomorphic to V ⊗OX
DX ⊗OX

V∗ which coincides with the usual DX when V = OX.
In terms of DV

X the g-module structure on �(X, V) can be described as follows. Note
that we have a canonical ring homomorphism U(g) → �(X, DV

X) induced by the
G-action on V . Since V is a DV

X -module, �(X, V) is a �(X, DV
X)-module, and

hence a g-module through the ring homomorphism U(g) → �(X, DV
X). From this

observation, we see that we can replace V with other DV
X -modules. That is, for any

DV
X -module M the C-vector space �(X, M) is endowed with a g-module structure.

Let us give an example. Let G = SL2(C). Since G acts on X = P1 = C � {∞}
by the linear fractional transformations(

a b

c d

)
· (x) =

(
ax + b

cx + d

) ((
a b

c d

)
∈ G, (x) ∈ X

)
,

it follows from the above arguments that �(X, M) is a g-module for any DX-module
M . Let us consider the DX-module M = DXδ given by Dirac’s delta function δ at
the point x = ∞. In the coordinate z = 1

x
in a neighborhood of x = ∞, the equation

satisfied by Dirac’s delta function δ is

zδ = 0,

so we get
M = DX/DXz

in a neighborhood of x = ∞. Set δn = ( d
dz

)nδ. Then {δn}∞n=0 is the basis of �(X, M)

and we have d
dz

δn = δn+1, zδn = −nδn−1.
Let us describe the action of g = sl2(C) on �(X, M). For this purpose consider

the following elements in g:
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h =
(

1 0
0 −1

)
, e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
(these elements h, e, f form a basis of g). Then the ring homomorphism U(g) →
�(X, DX) is given by

h �−→ 2z
d

dz
, e �−→ z2 d

dz
, f �−→ − d

dz
.

For example, since

exp(−te) ·
(

1

z

)
=
(

1

z/(1 − tz)

)
,

for ϕ(z) ∈ OX we get

(e · ϕ)(z) = d

dt
ϕ

(
z

1 − tz

)∣∣∣∣
t=0

=
(

z2 d

dz
ϕ

)
(z)

and e �→ z2 d
dz

. Therefore we obtain

h · δn = −2(n + 1)δn, e · δn = n(n + 1)δn−1, f · δn = −δn+1,

from which we see that �(X, M) is the infinite-dimensional irreducible highest weight
module with highest weight −2.

For the proof of the Kazhdan–Lusztig conjecture, we need to consider the case
when G is a semisimple algebraic group over the field of complex numbers and the
G-variety X is the flag variety of G. For each Schubert variety Y in X we consider
a DX-module M satisfied by the delta function supported on Y . In our previous
example, i.e., in the case of G = SL2(C), the flag variety is X = P1 and Y = {∞} is
a Schubert variety. Since Schubert varieties Y ⊂ X may have singularities for general
algebraic groups G, we take the regular holonomic DX-module M characterized by
the condition of having no subquotient whose support is contained in the boundary
of Y . For this choice of M , �(X, M) is an irreducible highest weight g-module and
RHomDX

(M, OX) is the intersection cohomology complex of Y . A link between
highest weight g-modules and the intersection cohomology complexes of Schubert
varieties Y ⊂ X (perverse sheaves on the flag manifold X) is given in this manner.
Diagrammatically the strategy of the proof of the Kazhdan–Lusztig conjecture can
be explained as follows:

g-modules�	
D-modules on the flag manifold X�	
perverse sheaves on the flag manifold X
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Here the first arrow is what we have briefly explained above, and the second
one is the Riemann–Hilbert correspondence, a general theory of D-modules. The
first arrow is called the Beilinson–Bernstein correspondence, which asserts that the
category of U(g)-modules with the trivial central character and that of DX-modules
are equivalent. By this correspondence, for a DX-module M on the flag manifold X,
we associate to it the U(g)-module �(X, M). As a result, we can translate various
problems for g-modules into those for regular holonomic D-modules (or through the
Riemann–Hilbert correspondence, those for constructible sheaves).

The content of Part II is as follows. We review some preliminary results on
algebraic groups in Chapters 9 and 10. In Chapters 11 and 12 we will explain how
the Kazhdan–Lusztig conjecture was solved. Finally, in Chapter 13, a realization
of Hecke algebras will be given by the theory of Hodge modules, and the relation
between the intersection cohomology groups of Schubert varieties and Hecke algebras
will be explained.

Let us briefly mention some developments of the theory, which could not be treated
in this book. We can also formulate conjectures, similar to the Kazhdan–Lusztig
conjecture, for Kac–Moody Lie algebras, i.e., natural generalizations of semisimple
Lie algebras. In this case, we have to study two cases separately: (a) the case when
the highest weight is conjugate to a dominant weight by the Weyl group, (b) the
case when the highest weight is conjugate to an anti-dominant weight by the Weyl
group. Moreover, Lusztig proposed certain Kazhdan–Lusztig type conjectures also
for the following objects: (c) the representations of reductive algebraic groups in
positive characteristics, (d) the representations of quantum groups in the case when
the parameter q is a root of unity. The conjecture of the case (a) was solved by
Kashiwara (and Tanisaki) [Kas15], [KT2] and L. Casian [Ca1]. Following the so-
called Lusztig program, the other conjectures were also solved:

(A) the equivalence of (c) and (d): H. H. Andersen, J. C. Jantzen, W. Soergel [AJS].
(B) the equivalence of (b) and (d) for affine Lie algebras: Kazhdan–Lusztig [KL3].
(C) the proof of (b) for affine Lie algebras: Kashiwara–Tanisaki [KT3] and Casian

[Ca2].



Part I

D-Modules and Perverse Sheaves



1

Preliminary Notions

In this chapter we introduce several standard operations for D-modules and present
some fundamental results concerning them such as Kashiwara’s equivalence theorem.

1.1 Differential operators

Let X be a smooth (non-singular) algebraic variety over the complex number field C
and OX the sheaf of rings of regular functions (structure sheaf) on it. We denote by
�X the sheaf of vector fields (tangent sheaf, see Appendix A) on X:

�X = DerCX
(OX)

= {θ ∈ EndCX
(OX) | θ(fg) = θ(f )g + f θ(g) (f, g ∈ OX)}.

Hereafter, if there is no risk of confusion, we use the notation f ∈ OX for a local
section f of OX. Since X is smooth, the sheaf �X is locally free of rank n = dim X

over OX. We will identify OX with a subsheaf of EndCX
(OX) by identifying f ∈ OX

with [OX 
 g �→ fg ∈ OX] ∈ EndCX
(OX). We define a sheaf DX as the C-

subalgebra of EndCX
(OX) generated by OX and �X. We call this sheaf DX the

sheaf of differential operators on X. For any point of X we can take its affine open
neighborhood U and a local coordinate system {xi, ∂i}1≤i≤n on it satisfying

xi ∈ OX(U), �U =
n⊕

i=1

OU ∂i, [∂i, ∂j ] = 0, [∂i, xj ] = δij

(see Appendix A). Hence we have

DU = DX|U =
⊕
α∈Nn

OU ∂α
x (∂α

x := ∂
α1
1 ∂

α2
2 · · · ∂αn

n ).

Here, N denotes the set of non-negative integers.
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Exercise 1.1.1. Let U be an affine open subset of X. Show that DX(U) is naturally
isomorphic to the C-algebra generated by elements {f̃ , θ̃ | f ∈ OX(U), θ ∈ �X(U)}
satisfying the following fundamental relations:

(1) f̃1 + f̃2 = f̃1 + f2, f̃1f̃2 = f̃1f2 (f1, f2 ∈ OX(U)),

(2) θ̃1 + θ̃2 = θ̃1 + θ2, [θ̃1, θ̃2] = ˜[θ1, θ2] (θ1, θ2 ∈ �X(U)),

(3) f̃ θ̃ = f̃ θ (f ∈ OX(U), θ ∈ �X(U)),

(4) [θ̃ , f̃ ] = θ̃ (f ) (f ∈ OX(U), θ ∈ �X(U)).

Exercise 1.1.2. Let {xi, ∂i}1≤i≤n be a local coordinate system on an affine open subset
U of X. For P = ∑

α∈Nn aα(x)∂α
x ∈ DX(U) we define its total symbol σ(P )(x, ξ)

by σ(P )(x, ξ) := ∑
α∈Nn aα(x)ξα (ξα := ξ

α1
1 ξ

α2
2 · · · ξαn

n ). For P , Q ∈ DX(U)

show that the total symbol σ(R)(x, ξ) of the product R = PQ ∈ DX(U) is given by

σ(R)(x, ξ) =
∑

α∈Nn

1

α!∂
α
ξ σ (P )(x, ξ) · ∂α

x σ (Q)(x, ξ),

where we set α! = α1!α2! · · · αn! for each α ∈ Nn (this is the “Leibniz rule’’).

Let U be an affine open subset of X with a local coordinate system {xi, ∂i}. We
define the order filtration F of DU by

FlDU =
∑
|α|≤l

OU ∂α
x

(
l ∈ N, |α| =

∑
i

αi

)
.

More generally, for an arbitrary open subset V of X we can define the order filtration
F of DX over V by

(FlDX)(V )

= {P ∈ DX(V ) | resV
U P ∈ FlDX(U) for any affine open subset U of V },

where resV
U : DX(V ) → DX(U) is the restriction map (see also Exercise 1.1.4

below). For convenience we set FpDX = 0 for p < 0. The following result is
obvious.

Proposition 1.1.3.
(i) {Fl}l∈N is an increasing filtration of DX such that DX = ⋃

l∈N FlDX and each
FlDX is a locally free module over OX.

(ii) F0DX = OX, (FlDX)(FmDX) = Fl+mDX.
(iii) If P ∈ FlDX and Q ∈ FmDX, then [P, Q] ∈ Fl+m−1DX.

Exercise 1.1.4. Show that the formula

FlDX = {P ∈ EndC(OX) | [P, f ] ∈ Fl−1DX (∀f ∈ OX)} (l ∈ N).

(Note that this recursive expression of FlDX together with DX = ⋃
l∈N FlDX gives

an alternative intrinsic definition of DX.)
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Principal symbols

For the sheaf (DX, F ) of filtered rings let us consider its graded ring

gr DX = grF DX =
∞⊕
l=0

grl DX (grl DX = FlDX/Fl−1DX, F−1DX = 0).

Then by Proposition 1.1.3 gr DX is a sheaf of commutative algebras finitely generated
over OX. Take an affine chart U with a coordinate system {xi, ∂i} and set

ξi := ∂i mod F0DU (= OU ) ∈ gr1 DU .

Then we have

grl DU = FlDU /Fl−1DU =
⊕
|α|=l

OU ξα,

gr DU = OU [ξ1, ξ2, . . . , ξn].
For a differential operator P ∈ FlDU \ Fl−1DU the corresponding section σl(P ) ∈
grl DU ⊂ OU [ξ1, ξ2, . . . , ξn] is called the principal symbol of P .

We can globalize this notion as follows. Let T ∗X be the cotangent bundle of
X and let π : T ∗X → X be the projection. We may regard ξ1, . . . , ξn as the
coordinate system of the cotangent space

⊕n
i=1 Cdxi , and hence OU [ξ1, . . . , ξn]

is canonically identified with the sheaf π∗OT ∗X|U of algebras. Thus we obtain a
canonical identification

gr DX � π∗OT ∗X(� Symm �X).

Therefore, for P ∈ FlDX we can associate to it a regular function σl(P ) globally
defined on the cotangent bundle T ∗X.

1.2 D-modules—warming up

As we have already explained in the introduction, a system of differential equations
can be regarded as a “coherent’’ left D-module.

Let X be a smooth algebraic variety. We say that a sheaf M on X is a left DX-
module if M(U) is endowed with a left DX(U)-module structure for each open subset
U of X and these actions are compatible with restriction morphisms.

Note that OX is a left DX-module via the canonical action of DX.
We have the following very easy (but useful) interpretation of the notion of left

DX-modules.

Lemma 1.2.1. Let M be an OX-module. Giving a left DX-module structure on M

extending the OX-module structure is equivalent to giving a C-linear morphism

∇ : �X → EndC(M) (θ �→ ∇θ ),
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satisfying the following conditions:

(1) ∇f θ (s) = f ∇θ (s) (f ∈ OX, θ ∈ �X, s ∈ M),

(2) ∇θ (f s) = θ(f ) s + f ∇θ (s) (f ∈ OX, θ ∈ �X, s ∈ M),

(3) ∇[θ1,θ2](s) = [∇θ1 , ∇θ2 ](s) (θ1, θ2 ∈ �X, s ∈ M).

In terms of ∇ the left DX-module structure on M is given by

θs = ∇θ (s) (θ ∈ �, s ∈ M).

Proof. The proof is immediate, because DX is generated by OX, �X and satisfies
the relation [θ, f ] = θ(f ) (see Exercise 1.1.1). ��

The condition (3) above is called the integrability condition on M .
For a locally free left OX-module M of finite rank, a C-linear morphism ∇ :

�X → EndC(M) satisfying the conditions (1), (2) is usually called a connection
(of the corresponding vector bundle). If it also satisfies the condition (3), it is called
an integrable (or flat) connection. Hence we may regard a (left) DX-module as an
integrable connection of an OX-module which is not necessarily locally free of finite
rank. In this book we use the following terminology.

Definition 1.2.2. We say that a DX-module M is an integrable connection if it is
locally free of finite rank over OX.

Notation 1.2.3. We denote by Conn(X) the category of integrable connections on X.

Integrable connections are the most elementary left D-modules. Nevertheless,
they are especially important because they generate (in a categorical sense) the cate-
gory of holonomic systems, as we see later.

Example 1.2.4 (ordinary differential equations). Consider an ordinary differential
operator P = am(x)∂m +· · ·+a0(x) (∂ = d

dx
, ai ∈ OC) on C and the corresponding

DC-module M = DC/DCP = DC u. Here u ≡ 1 mod DCP , and hence P u = 0.
Then on U = {x ∈ C | am(x) 	= 0} we have M|U � ⊕m−1

i=0 OU u(i) (u(0) = u,
u(i) = ∂iu for i = 1, 2, . . . ). Namely, it is an integrable connection of rank m on U .

Correspondence between left and right D-modules

Take a local coordinate system {xi, ∂i}1≤i≤n on an affine open subset U of X. For
P (x, ∂) = ∑

α aα(x)∂α ∈ DU consider its formal adjoint

tP (x, ∂) :=
∑

α

(−∂)αaα(x) ∈ DU .

Then we have t (PQ) = tQtP and we get a ring anti-automorphism P �→ tP of
DU . Therefore, for a left DU -module M we can define a right action of DU on M

by sP := tP s for s ∈ M, P ∈ DU , and obtain a right DU -module tM; however,
this notion depends on the choice of a local coordinate. In order to globalize this
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correspondence M ↔ tM to arbitrary smooth algebraic variety X we need to use the
canonical sheaf

�X :=
n∧

�1
X (n = dim X)

since the formal adjoint of a differential operator naturally acts on �X. Recall that
there exists a natural action of θ ∈ �X on �X by the so-called Lie derivative Lie θ :

((Lie θ) ω)(θ1, θ2, . . . , θn) := θ(ω(θ1, θ2, . . . , θn)) −
n∑

i=1

ω(θ1, . . . , [θ, θi], . . . , θn)

(ω ∈ �X, θ1, . . . , θn ∈ �X).

Then we have
(1) (Lie[θ1, θ2])ω = (Lie θ1)((Lie θ2)ω) − (Lie θ2)((Lie θ1)ω),

(2) (Lie θ)(f ω) = f ((Lie θ)ω) + θ(f )ω,

(3) (Lie(f θ))ω = (Lie θ)(f ω)

for θ, θ1, θ2 ∈ �X, f ∈ OX, ω ∈ �X ((1) and (2) hold even when ω is a differential
form of any degree; however, (3) holds only for the highest degree case). Hence we
can define a structure of a right DX-module on �X by

ωθ := −(Lie θ)ω (ω ∈ �X, θ ∈ �X).

Here we have used the following analogue of Lemma 1.2.1.

Lemma 1.2.5. Let M be an OX-module. Giving a right DX-module structure on M

extending the OX-module structure is equivalent to giving a C-linear morphism

∇′ : �X → EndC(M) (θ �→ ∇′
θ ),

satisfying the following conditions:

(1) ∇′
f θ (s) = ∇′

θ (f s) (f ∈ OX, θ ∈ �X, s ∈ M),

(2) ∇′
θ (f s) = θ(f ) s + f ∇′

θ (s) (f ∈ OX, θ ∈ �X, s ∈ M),

(3) ∇′[θ1,θ2](s) = [∇′
θ1

, ∇′
θ2

](s) (θ1, θ2 ∈ �X, s ∈ M).

In terms of ∇′ the right DX-module structure on M is given by

sθ = −∇′
θ (s) (θ ∈ �, s ∈ M).

The following is obvious from the definition.

Lemma 1.2.6. In terms of a local coordinate system {xi, ∂i}, we have

(f dx1 ∧ · · · ∧ dxn)P (x, ∂) = (tP (x, ∂)f )dx1 ∧ · · · ∧ dxn (f ∈ OX).

For a ring R we denote by Rop the ring opposite to R. We have an identification
R 
 a ↔ a◦ ∈ Rop as an abelian group and the multiplication of Rop is defined by
a◦b◦ = (ba)◦.

For an invertible OX-module L we denote by L⊗−1 its dual HomOX
(L, OX).
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The right DX-module structure on �X gives a homomorphism D
op
X → EndC(�X)

of C-algebras. Note that we have an isomorphism

EndC(�X) � �X ⊗OX
EndC(OX) ⊗OX

�⊗−1
X

of sheaves of rings, where the left and the rightOX-module structure onEndC(OX) are
given by the left- and right-multiplication of OX (regarded as a subring of EndC(OX))
inside the (non-commutative) ring EndC(OX), and the above isomorphism is given by
associating ω⊗F ⊗η ∈ �X ⊗OX

EndC(OX)⊗OX
�⊗−1

X (ω ∈ �X, F ∈ EndC(OX),
η ∈ �⊗−1

X ) to the section of EndC(�X) given by ω′ �→ F(〈η, ω′〉)ω. By Lemma 1.2.6
(or by Exercise 1.1.4) we have the following.

Lemma 1.2.7. We have a canonical isomorphism

D
op
X � �X ⊗OX

DX ⊗OX
�⊗−1

X

of C-algebras.

In terms of a local coordinate {xi, ∂i} the correspondence in Lemma 1.2.7 is
given by associating P ◦ ∈ D

op
X (P ∈ DX) to dx ⊗ tP ⊗ dx⊗−1, where dx =

dx1 ∧ · · · ∧ dxn ∈ �X and dx⊗−1 ∈ �⊗−1
X is given by 〈dx, dx⊗−1〉 = 1.

Notation 1.2.8. For a ring (or a sheaf of rings on a topological space) R we denote
by Mod(R) the abelian category of left R-modules.

We will identify Mod(Rop) with the category of right R-modules. We easily see
from Lemmas 1.2.1 and 1.2.5 the following.

Proposition 1.2.9. Let M, N ∈ Mod(DX) and M ′, N ′ ∈ Mod(D
op
X ). Then we have

(i) M ⊗OX
N ∈ Mod(DX) ; θ(s ⊗ t) = θ(s) ⊗ t + s ⊗ θ(t),

(ii) M ′ ⊗OX
N ∈ Mod(D

op
X ) ; (s′ ⊗ t)θ = s′θ ⊗ t − s′ ⊗ θt,

(iii) HomOX
(M, N) ∈ Mod(DX) ; (θψ)(s) = θ(ψ(s)) − ψ(θ(s)),

(iv) HomOX
(M ′, N ′) ∈ Mod(DX) ; (θψ)(s) = −ψ(s)θ + ψ(sθ),

(v) HomOX
(M, N ′) ∈ Mod(D

op
X ) ; (ψθ)(s) = ψ(s)θ + ψ(θ(s)).

Here θ ∈ �X.

Remark 1.2.10. Let X be a smooth algebraic curve X of genus g. Note that deg OX =
0 and deg �X = 2g − 2. More generally, it is known that an invertible OX-module
L is equipped with a left (resp. right) DX-module structure if and only if deg L = 0
(resp. 2g − 2). This gives an easy way to memorize all of the consequences of
Proposition 1.2.9 (Oda’s rule [O]). It also explains the reason why M ′ ⊗OX

N ′ for
M ′, N ′ ∈ Mod(D

op
X ) is excluded from Proposition 1.2.9. Even if we do not know

that deg �X = 2g − 2, we can get the right answer by using the correspondences
“left’’ ↔ 0, “right’’ ↔ 1 and ⊗ ↔ +, Hom(•, �) = −• + �.

By Proposition 1.2.9 we easily see the following results.
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Lemma 1.2.11. Let M, N ∈ Mod(DX) and M ′ ∈ Mod(D
op
X ). Then we have isomor-

phisms

(M ′ ⊗OX
N) ⊗DX

M � M ′ ⊗DX
(M ⊗OX

N) � (M ′ ⊗OX
M) ⊗DX

N

((s′ ⊗ t) ⊗ s ←→ s′ ⊗ (s ⊗ t) ←→ (s′ ⊗ s) ⊗ t)

of C-modules.

Proposition 1.2.12. The correspondence

�X ⊗OX
(•) : Mod(DX) −→ Mod(D

op
X )

gives an equivalence of categories. Its quasi-inverse is given by

�⊗−1
X ⊗OX

(•) = HomOX
(�X, •) : Mod(D

op
X ) −→ Mod(DX).

The operations �X ⊗OX
(•) and �⊗−1

X ⊗OX
(•) exchanging the left and right

D-module structures are called side-changing operations in this book.

1.3 Inverse and direct images I

For a morphism f : X → Y of smooth algebraic varieties, we introduce two opera-
tions on D-modules; the inverse image and the direct image.

Inverse images

Let M be a (left) DY -module and consider its inverse image

f ∗M = OX ⊗f −1OY
f −1M

of M in the category of O-modules. We can endow f ∗M with a (left) DX-module
structure as follows. First, note that we have a canonical OX-linear homomorphism

�X → f ∗�Y = OX ⊗f −1OY
f −1�Y (θ �→ θ̃ )

obtained by taking the OX-dual of OX ⊗f −1OY
f −1�1

Y → �1
X. Then we can define

a left DX-module structure on f ∗M by

θ(ψ ⊗ s) = θ(ψ) ⊗ s + ψθ̃(s) (θ ∈ �X, ψ ∈ OX, s ∈ M).

Here, if we write θ̃ = ∑
j ϕj ⊗ θj (ϕj ∈ OX, θj ∈ �Y ), we set ψθ̃(s) = ∑

j ψϕj ⊗
θj (s). This is the inverse image of M in the category of D-modules. If we are given a
local coordinate system {yi, ∂i} of Y , then the action of θ ∈ �X can be written more
explicitly as

θ(ψ ⊗ s) = θ(ψ) ⊗ s + ψ

n∑
i=1

θ(yi ◦ f ) ⊗ ∂is (ψ ⊗ s ∈ OX ⊗f −1OY
f −1M)

(check it!).



22 1 Preliminary Notions

Regarding DY as a left DY -module by the left multiplication we obtain a left
DX-module f ∗DY = OX ⊗f −1OY

f −1DY . Then the right multiplication of DY on
DY induces a right f −1DY -module structure on f ∗DY :

(ϕ ⊗ P)Q = ϕ ⊗ PQ (ϕ ∈ OX, p, Q ∈ DY ),

and f ∗DY turns out to be a (DX, f −1DY )-bimodule.

Definition 1.3.1. The (DX, f −1DY )-bimodule OX ⊗f −1OY
f −1DY is denoted

by DX→Y .

It follows from the associativity of tensor products that we have an isomorphism

f ∗M � DX→Y ⊗f −1DY
f −1M

of left DX-modules. We have obtained a right exact functor

DX→Y ⊗f −1DY
f −1(•) : Mod(DY ) → Mod(DX).

Example 1.3.2. Assume that i : X → Y is a closed embedding of smooth alge-
braic varieties. At any point of X we can choose a local coordinate {yk, ∂yk

}k=1,...,n

on an affine open subset of Y such that yr+1 = · · · = yn = 0, gives a defin-
ing equation of X. Set xk = yk ◦ i for k = 1, . . . , r . This gives a local co-
ordinate {xk, ∂xk

}k=1,...,r of an affine open subset of X. Moreover, the canonical
morphism �X → OX ⊗i−1OY

i−1�Y is given by ∂xk
�→ ∂yk

(k = 1, . . . , r).
Set D′ = ⊕

m1,...,mr
OY ∂

m1
y1 · · · ∂mr

yr
⊂ DY . By [∂yk

, ∂yl
] = 0 it is a subring of

DY and we have DY � D′ ⊗C C[∂yr+1 , . . . , ∂yn ] as a left D′-module. Hence we
have DX→Y � (OX ⊗i−1OY

i−1D′) ⊗C C[∂yr+1 , . . . , ∂yn ]. It is easily seen that
OX ⊗i−1OY

i−1D′ is a DX-submodule of DX→Y isomorphic to DX. We conclude that

DX→Y � DX ⊗C C[∂yr+1 , . . . , ∂yn ] (1.3.1)

as a left DX-module. In particular, DX→Y is a locally free DX-module of infinite
rank (unless r = n).

Direct images

Direct images of D-modules are more easily defined for right D-modules than for
left D-modules. Let M be a right DX-module. Applying the sheaf-theoretical direct
image functor f∗ to the right f −1DY -module M ⊗DX

DX→Y , we obtain a right
DY -module f∗(M ⊗DX

DX→Y ). This gives an additive functor

f∗((•) ⊗DX
DX→Y ) : Mod(D

op
X ) → Mod(D

op
Y ),

which may be considered as a candidate for the direct image for right D-modules;
however, unlike the case of the inverse image, this candidate does not suit the homo-
logical arguments since the right exact functor ⊗ and the left exact functor f∗ are both
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involved. The right definition in the language of derived categories will be given later.
Here we consider how to construct direct images for left D-modules. They can be de-
fined by the correspondence (side-changing) of left and right D-modules explained in
Proposition 1.2.12. Namely, a candidate for the direct image Mod(DX) → Mod(DY )

is obtained by the commutativity of

Mod(DX) −−−−→ Mod(DY )

�X⊗OX
(•)

⏐⏐	� �
⏐⏐	�Y ⊗OY

(•)

Mod(D
op
X ) −−−−→ Mod(D

op
Y )

where the lower horizontal arrow is given by f∗((•) ⊗DX
DX→Y ). Thus, to a a left

DX-module M we can associate a left DY -module

�⊗−1
Y ⊗OY

f∗((�X ⊗OX
M) ⊗DX

DX→Y ).

By Lemma 1.2.11 we have an isomorphism

(�X ⊗OX
M) ⊗DX

DX→Y � (�X ⊗OX
DX→Y ) ⊗DX

M

of right f −1DY -modules, where f −1DY acts on (�X ⊗OX
DX→Y ) ⊗DX

M by

((ω ⊗ R) ⊗ s)P = (ω ⊗ RP) ⊗ s (ω ∈ �X, R ∈ DX→Y , s ∈ M, P ∈ DY ).

Hence we have

�⊗−1
Y ⊗OY

f∗((�X ⊗OX
M) ⊗DX

DX→Y )

� �⊗−1
Y ⊗OY

f∗((�X ⊗OX
DX→Y ) ⊗DX

M)

� f∗((�X ⊗OX
DX→Y ⊗f −1OY

f −1�⊗−1
Y ) ⊗DX

M).

Definition 1.3.3. We define a (f −1DY , DX)-bimodule DY←X by

DY←X := �X ⊗OX
DX→Y ⊗f −1OY

f −1�⊗−1
Y .

We call DX→Y and DY←X the transfer bimodules for f : X → Y .
In terms of DY←X our tentative definition of the direct image for left D-modules

is given by
f∗(DY←X ⊗DX

(•)) : Mod(DX) → Mod(DY ).

By D
op
Y � �Y ⊗OY

DY ⊗OY
�⊗−1

Y we have

DY←X = �X ⊗OX
(OX ⊗f −1OY

f −1DY ) ⊗f −1OY
f −1�⊗−1

Y ,

= �X ⊗f −1OY
f −1(DY ⊗OY

�⊗−1
Y ),

� �X ⊗f −1OY
f −1(�⊗−1

Y ⊗OY
D

op
Y )

� f −1(DY ⊗OY
�⊗−1

Y ) ⊗f −1OY
�X,

where the last isomorphism is given by

ω ⊗ η ⊗ P ◦ ↔ P ⊗ η ⊗ ω (ω ∈ �X, η ∈ �⊗−1
Y , P ∈ DY ).

Hence we obtain the following different description of DY←X.



24 1 Preliminary Notions

Lemma 1.3.4. As a (f −1DY , DX)-bimodule we have

DY←X � f −1(DY ⊗OY
�⊗−1

Y ) ⊗f −1OY
�X.

Here the right-hand side is endowed with a left f −1DY -module structure induced
from the left multiplication of DY on DY . The right DX-module structure on it is
given as follows. The right multiplication of DY on DY gives a right DY -modules
structure on DY . By the side-changing operation, DY ⊗OY

�⊗−1
Y is a left DY -mod-

ule. Applying the inverse image functor for left D-modules we get a left DX-module
f −1(DY ⊗OY

�⊗−1
Y )⊗f −1OY

OX. Finally, by the side-changing operation we obtain
a right DX-module

f −1(DY ⊗OY
�⊗−1

Y ) ⊗f −1OY
OX ⊗OX

�X = f −1(DY ⊗OY
�⊗−1

Y ) ⊗f −1OY
�X.

Example 1.3.5. We give a local description of DY←X for a closed embedding
i : X → Y of smooth algebraic varieties. Take a local coordinate {yk, ∂yk

}1≤k≤n

of Y as in Example 1.3.2, and set xk = yk ◦ i for k = 1, . . . , r . Note that

DY←X = (i−1DY ⊗i−1OY
OX) ⊗OX

(i−1�⊗−1
Y ⊗i−1OY

�X).

We (locally) identify i−1�⊗−1
Y ⊗i−1OY

�X with OX via the section

(dy1 ∧ · · · ∧ dyn)⊗−1 ⊗ (dx1 ∧ · · · ∧ dxr).

Set D′ = ⊕
m1,...,mr

∂
m1
y1 · · · ∂mr

yr
OY ⊂ DY . It is a subring of DY and we have

DY � C[∂yr+1 , . . . , ∂yn ] ⊗C D′ as a right D′-module. Hence we have

DY←X � C[∂yr+1 , . . . , ∂yn ] ⊗C (i−1D′ ⊗i−1OY
OX). (1.3.2)

The right DX-action on the right-hand side is induced from the right DX-action on
i−1D′ ⊗i−1OY

OX given by

(P ⊗ 1)∂xk
= (P ∂yk

) ⊗ 1, (P ⊗ 1)ϕ = P ⊗ ϕ = P ϕ̃ ⊗ 1 (P ∈ D′, ϕ ∈ OX),

where ϕ̃ ∈ OY is such that ϕ̃|X = ϕ. Hence we have i−1D′ ⊗i−1OY
OX � DX and

we obtain a local isomorphism

DY←X � C[∂yr+1 , . . . , ∂yn ] ⊗C DX.

The left i−1DY -module structure on the right-hand side can be described as
follows. Note that DY � C[∂yr+1 , . . . , ∂yn ] ⊗C D′. Hence we have i−1DY �
C[∂yr+1 , . . . , ∂yn ] ⊗C i−1D′. Therefore, it is sufficient to give the actions of
C[∂yr+1 , . . . , ∂yn ] and i−1D′ on C[∂yr+1 , . . . , ∂yn ] ⊗C DX.

The action of C[∂yr+1 , . . . , ∂yn ] is given by the multiplication on the first factor
C[∂yr+1 , . . . , ∂yn ] of the tensor product. Let Q ∈ i−1D′, F ∈ C[∂yr+1 , . . . , ∂yn ] and
R ∈ DX. If we have QF = ∑

k FkQk (Fk ∈ C[∂yr+1 , . . . , ∂yn ], Qk ∈ i−1D′) in the
ring i−1DY , then the action of Q ∈ i−1D′ on F ⊗ R ∈ C[∂yr+1 , . . . , ∂yn ] ⊗C DX

is given by Q(F ⊗ R) = ∑
k Fk ⊗ QkR, where the left i−1D′-module structure on

DX � i−1D′ ⊗i−1OY
OX is given by

Q(P ⊗ 1) = QP ⊗ 1 (P, Q ∈ D′).
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1.4 Some categories of D-modules

On algebraic varieties, the category of quasi-coherent sheaves (over O) is sufficiently
wide and suitable for various algebraic operations (see Appendix A for the notion of
quasi-coherent sheaves). Since our sheaf DX is locally free over OX, it is quasi-
coherent over OX. We mainly deal with DX-modules which are quasi-coherent
over OX.

Notation 1.4.1. For an algebraic variety X we denote the category of quasi-coherent
OX-modules by Modqc(OX). For a smooth algebraic variety X we denote by
Modqc(DX) the category of OX-quasi-coherent DX-modules.

The category Modqc(DX) is an abelian category.
It is well known that for affine algebraic varieties X,

(a) the global section functor �(X, •) : Modqc(OX) → Mod(�(X, OX)) is exact,
(b) if �(X, M) = 0 for M ∈ Modqc(OX), then M = 0.

In fact, an algebraic variety is affine if and only if the condition (a) is satisfied.
Replacing OX by DX we come to the following notion.

Definition 1.4.2. A smooth algebraic variety X is called D-affine if the following
conditions are satisfied:

(a) the global section functor �(X, •) : Modqc(DX) → Mod(�(X, DX)) is exact,
(b) if �(X, M) = 0 for M ∈ Modqc(DX), then M = 0.

The following is obvious.

Proposition 1.4.3. Any smooth affine algebraic variety is D-affine.

As in the case of quasi-coherent O-modules on affine varieties we have the fol-
lowing.

Proposition 1.4.4. Assume that X is D-affine.

(i) Any M ∈ Modqc(DX) is generated over DX by its global sections.
(ii) The functor

�(X, •) : Modqc(DX) → Mod(�(X, DX))

gives an equivalence of categories.

Proof. (i) For M ∈ Modqc(DX) let M0 be the image of the natural morphism DX ⊗C

�(X, M) → M in M (the submodule of M generated by global sections). Since X

is D-affine, we obtain an exact sequence

0 → �(X, M0)
i

→ �(X, M) → �(X, M/M0) → 0.

Since i is an isomorphism by the definition of M0, we have �(X, M/M0) = 0. Since
X is D-affine, we get M/M0 = 0, i.e., M = M0.
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(ii) We will show that the functor DX ⊗�(X,DX) (•) : Mod(�(X, DX)) →
Modqc(DX) is quasi-inverse to �(X, •). Since DX ⊗�(X,DX) (•) is left adjoint to
�(X, •), it is sufficient to show that the canonical homomorphisms

αM : DX ⊗�(X,DX) �(X, M) → M, βV : V → �(X, DX ⊗�(X,DX) V )

are isomorphisms for M ∈ Modqc(DX), V ∈ Mod(�(X, DX)).
Choose an exact sequence

�(X, DX)⊕I −→ �(X, DX)⊕J −→ V −→ 0.

Since X is D-affine, we have that the functor �(X, DX ⊗�(X,DX) (•)) is right exact
on Mod(�(X, DX)). Hence we obtain a commutative diagram

�(X, DX)⊕I −−−−→ �(X, DX)⊕J −−−−→ V −−−−→ 0∥∥∥ ∥∥∥ ⏐⏐	βV

�(X, DX)⊕I −−−−→ �(X, DX)⊕J −−−−→ �(X, DX ⊗�(X,DX) V ) −−−−→ 0

whose rows are exact. Hence βV is an isomorphism.
By (i) αM is surjective. Hence we have an exact sequence

0 −→ K −→ DX ⊗�(X,DX) �(X, M) −→ M −→ 0

for some K ∈ Modqc(DX). Applying the exact functor �(X, •) we obtain

0 −→ �(X, K) −→ �(X, M) −→ �(X, M) −→ 0.

Here we have used the fact that β�(X,M) is an isomorphism. Hence we have
�(X, K) = 0. This implies that K = 0 since X is D-affine. Hence αM is an
isomorphism. ��
Remark 1.4.5.

(i) The D-affinity holds also for certain non-affine varieties. In Section 1.6 we will
show that projective spaces are D-affine. (Theorem 1.6.5). We will also show in
Part II that flag manifolds for semisimple algebraic groups are D-affine. This fact
was one of the key points in the settlement of the Kazhdan–Lusztig conjecture.

(ii) If X is affine, we can replace DX with D
op
X in the above argument. In other

words, smooth affine varieties are also Dop-affine. Note that D-affine varieties
are not necessarily Dop-affine in general. For example, P1 is not Dop-affine by
�(P1, �P1) = 0.

The order filtration F of DX induces filtrations (denoted also by F ) of the rings
DX(U) and DX,x , where U is an affine open subset of X and x ∈ X. By this filtration
we have filtered rings (DX(U), F ) and (DX,x, F ) in the sense of Appendix D. Let
{xi, ∂i}1≤i≤n be a coordinate system on U . Then we have

grF DX(U) = OX(U)[ξ1, . . . , ξn], grF DX,x = OX,x[ξ1, . . . , ξn] (x ∈ X),

where ξi = σ1(∂i). In particular, grF DX(U) and grF DX,x are noetherian rings
with global dimension 2 dim X. Hence we obtain from Proposition D.1.4 and Theo-
rem D.2.6 the following.
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Proposition 1.4.6. Assume that A = DX(U) for some affine open subset U of X or
A = DX,x for some x ∈ X.

(i) A is a left (and right) noetherian ring.
(ii) The left and right global dimensions of A are smaller than or equal to 2 dim X.

Remark 1.4.7. It will be shown later in Section 2.6 that the left and right global
dimensions of the ring A in Proposition 1.4.6 are exactly dim X (see Theorem 2.6.11).

We recall the notion of coherent sheaves.

Definition 1.4.8. Let R be a sheaf of rings on a topological space X.

(i) An R-module M is called coherent if M is locally finitely generated and if for any
open subset U of X any locally finitely generated submodule of M|U is locally
finitely presented.

(ii) R is called a coherent sheaf of rings if R is coherent as an R-module.

It is well known that if R is a coherent sheaf of rings, an R-module is coherent if
and only if it is locally finitely presented.

Proposition 1.4.9.
(i) DX is a coherent sheaf of rings.

(ii) A DX-module is coherent if and only if it is quasi-coherent over OX and locally
finitely generated over DX.

Proof. The statement (i) follows from (ii), and hence we only need to show (ii).
Assume that M is a coherent DX-module. By definition M is locally finitely gen-
erated over DX. Moreover, M is quasi-coherent over OX since it is locally finitely
presented as a DX-module and DX is quasi-coherent over OX. Assume that M is
a locally finitely generated DX-module quasi-coherent over OX. To show that M

is coherent over DX it is sufficient to show that for any affine open subset U of X

the kernel of any homomorphism α : D
p
U → M|U (p ∈ N) of DU -modules is

finitely generated over DU . Since DU (U) is a left noetherian ring, the kernel of
DU (U)p → M(U) is a finitely generated DU (U)-module, and hence we obtain an
exact sequence DU (U)q → DU (U)p → M(U) for some q ∈ N. By Proposi-
tion 1.4.3 this induces an exact sequence D

q
U → D

p
U → M|U in Modqc(DU ). In

other words Ker α is finitely generated. ��
Theorem 1.4.10. A DX-module is coherent over OX if and only if it is an integrable
connection.

Proof. It is sufficient to show that any DX-module which is coherent over OX is a
locally free OX-module. Let M be a DX-module coherent over OX. By a standard
property of coherent OX-modules, it suffices to prove that for each x ∈ X the stalk
Mx is free over OX,x . Let us take a local coordinate system {xi, ∂i} of X such that
the unique maximal ideal m of the local ring OX,x is generated by x1, x2, . . . , xn (n =
dim X). Then it follows from Nakayama’s lemma that there exist s1, s2, . . . , sm ∈
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Mx such that Mx = ∑m
i=1 OX,xsi and s1, s2, . . . , sm ∈ Mx

/∑n
i=1 xiMx are free

generators of the vector space Mx

/∑n
i=1 xiMx over C = OX,x/m. We will show

that {s1, s2, . . . , sm} is a free generator of the OX,x-module Mx . Assume that there
exists a non-trivial relation

m∑
i=1

fisi = 0 (fi ∈ OX,x).

Now we define the order of each fi ∈ OX,x at x ∈ X by ord(fi) = max{l | fi ∈ ml}.
If we apply the differential operator ∂j to the above relation, we obtain the new
relation

0 =
m∑

i=1

(∂j fi)si + fi(∂j si) =
m∑

i=1

gisi (gi ∈ OX,x).

Since each ∂j si is a linear combination of s1, s2, . . . , sm over OX,x , we can take a
suitable index j so that we have the inequality

min{ord(fi) | i = 1, 2, . . . , m} > min{ord(gi) | i = 1, 2, . . . , m}.
By repeating this argument, we finally get the non-trivial relation

m∑
i=1

hisi = 0 (hi ∈ OX,x/m � C)

in Mx

/∑n
i=1 xiMx , which contradicts the choice of s1, . . . , sm. ��

Corollary 1.4.11. The category Conn(X) is an abelian category.

Notation 1.4.12.
(i) We denote by Modc(DX) the category consisting of coherent DX-modules.

(ii) For a ring R we denote the category of finitely generated R-modules by Modf (R).

The category Modc(DX) is an abelian category. If R is a noetherian ring,
Modf (R) is an abelian category.

Proposition 1.4.13. Assume that X is D-affine. The equivalence Modqc(DX) �
Mod(�(X, DX)) in Proposition 1.4.4 induces the equivalence

Modc(DX) � Modf (�(X, DX)).

Proof. For V ∈ Modf (�(X, DX)) the DX-module DX ⊗�(X,DX) V is clearly finitely
generated and belongs to Modc(DX). Let M ∈ Modc(DX). By definition M is locally
generated by finitely many sections. Moreover, the surjectivity of the morphism
DX ⊗�(X,DX) �(X, M) → M (see Proposition 1.4.4 (i)) implies that we can take
the local finite generators from �(X, M). Since X is quasi-compact, we see that M

is globally generated by finitely many elements of �(X, M). This means that we
have a surjective homomorphism D

p
X → M for some p ∈ N. From this we obtain a

surjective homomorphism �(X, DX)p → �(X, M), and hence �(X, M) belongs to
Modf (�(X, DX)). ��
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Proposition 1.4.14. Any M ∈ Modqc(DX) is embedded into an injective object I of
Modqc(DX) which is flabby (we do not claim that I is injective in Mod(DX)).

Proof. Take a finite affine open covering X = ⋃
i Ui . Let ji : Ui → X be the

open embedding. By Proposition 1.4.3 we can embed j∗
i M into an injective object

Ii of Modqc(DUi
). Set I = ⊕

i ji∗Ii . Then I is an injective object of Modqc(DX).
Moreover, the canonical morphism M → I is a monomorphism. It remains to show
that I is flabby. For this it is sufficient to show that Ii is flabby for each i. For any
M ∈ Modqc(OUi

) we have

HomOUi
(M, Ii) � HomDUi

(DUi
⊗OUi

M, Ii),

and hence Ii is an injective object of Modqc(OUi
). Hence it is flabby (see, e.g., [Ha2,

III, Proposition 3.4]). ��
Corollary 1.4.15. Assume that X is D-affine. Then for any M ∈ Modqc(DX) and
i > 0 we have Hi(X, M) = 0.

Proof. By Proposition 1.4.14 we can take a resolution

0 → M → I0 → I1 → · · · ,

where Ij are injective objects of Modqc(DX) which are flabby. Since Ij are flabby,
Hi(X, M) is the ith cohomology group of the complex �(X, I ·). On the other
hand since X is D-affine, the functor �(X, •) is exact on Modqc(DX), and hence
Hi(X, M) = 0 for i > 0. ��

The following facts are well known in algebraic geometry (see, e.g., [Ha2, p. 126]).

Proposition 1.4.16.
(i) Let F be a quasi-coherent OX-module. For an open subset U ⊂ X consider a

coherent OU -submodule G ⊂ F |U of the restriction F |U of F to U . Then G can
be extended to a coherent OX-submodule G̃ ⊂ F of F (i.e., G̃|U = G).

(ii) A quasi-coherent OX-module is a union of coherent OX-submodules.

Corollary 1.4.17.
(i) A coherent DX-module is (globally) generated by a coherent OX-submodule.

(ii) Let M ∈ Modqc(DX) and let U be an open subset of X. Then any coherent
DU -submodule N of M|U is extended to a coherent DX-submodule Ñ of M (i.e.,
Ñ |U = N).

(iii) Any M ∈ Modqc(DX) is a union of coherent DX-submodules.

Proof. (i) Let M be a coherent DX-module. Take a finite affine open covering X =⋃
i Ui of X such that M|Ui

is finitely generated over DUi
. Then M|Ui

is generated
by a coherent OUi

-submodule Fi ⊂ M|Ui
. By Proposition 1.4.16 (i) we can take

an extension F̃i ⊂ M of Fi , which is coherent over OX. Then the sum
∑

i F̃i is
coherent over OX and generates M over DX. The proofs for (ii) and (iii) are similar
and omitted. ��
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Proposition 1.4.18. Assume that X is quasi-projective (that is, isomorphic to a lo-
cally closed subvariety of a projective space).

(i) Any M ∈ Modqc(DX) is a quotient of a locally free (⇒ locally projective ⇒
flat) DX-module.

(ii) Any M ∈ Modc(DX) is a quotient of a locally free DX-module of finite rank.

Proof. (i) Let M ∈ Modqc(DX). Take a quasi-coherent OX-submodule F of M

satisfying M = DXF (we can take, e.g., F = M). It is sufficient to show that F is a
quotient of a locally free OX-module F0. In fact, from such F , we obtain a sequence

DX ⊗OX
F0�DX ⊗OX

F�M = DXF

of surjective DX-linear morphisms, and DX ⊗OX
F0 is clearly a locally free DX-

module. Choose a locally closed embedding i : X → Y = Pn. We have only to
show that the OY -module i∗F is a quotient of a locally free OY -module. Since i∗F

is a quasi-coherent OY -module, it is a sum of coherent OY -submodules. Hence by
Serre’s theorem i∗F is a quotient of a sum of invertible OY -modules of the form
O(m) for some m. Let Y = ⋃n

k=0 Uk be the standard affine open covering of Y = Pn

(Uk � An). Then O(m)|Uk
is free for any m and k. Hence i∗F is a quotient of a

locally free OY -module.
(ii) If M is coherent, one can take F in the proof of (i) to be a coherent OX-module.

Hence the assertion can be proved using the argument in (i). ��
Assumption 1.4.19. Hereafter, all algebraic varieties are assumed to be quasi-projec-
tive.

Corollary 1.4.20. Let M ∈ Modqc(DX).

(i) There exists a resolution

· · · −→ P1 −→ P0 −→ M −→ 0

of M by locally free DX-modules.
(ii) There exists a finite resolution

0 −→ Pm −→ · · · −→ P1 −→ P0 −→ M −→ 0

of M by locally projective DX-modules.

If M ∈ Modc(DX), we can take all Pi’s as in (i) and (ii) to be of finite rank.

Proof. (i) follows from Proposition 1.4.18.
(ii) Take a resolution as in (i) and set Q = Coker(P2 dim X+1 → P2 dim X). It is

sufficient to show that Q is locally projective. Let U be an affine open subset. By
Proposition 1.4.3 we have a resolution

0 −→ Q(U) −→ P2 dim X−1(U)

−→ · · · −→ P1(U) −→ P0(U) −→ M(U) −→ 0,
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where Pi(U)’s are projective DX(U)-modules. Since the global dimension of DX(U)

is smaller than or equal to 2 dim X, we easily see that Q(U) is also projective by a
standard argument in homological algebra. Hence Q|U is a projective object in
Modqc(DU ) (a direct summand of a free DU -module), in particular a projective DX-
module. ��

1.5 Inverse images and direct images II

In this section we shall define several functors on derived categories of D-modules
and prove fundamental properties concerning them.

Derived categories

Notation 1.5.1. For a ring R (or a sheaf R of rings on a topological space) the derived
categories D(Mod(R)), D+(Mod(R)), D−(Mod(R)), Db(Mod(R)) of the abelian
category Mod(R) are simply denoted by D(R), D+(R), D−(R), Db(R), respectively.

The following well-known fact is fundamental.

Lemma 1.5.2. Let R be a sheaf of rings on a topological space X.

(i) For any M ∈ Mod(R) there exists a monomorphism M → I where I is an
injective object of Mod(R).

(ii) For any M ∈ Mod(R) there exists a epimorphism F → M where F is a flat
R-module.

In particular, any object M · of D+(R) (resp. D−(R)) is quasi-isomorphic to a
complex I · (resp. F ·) of injective (resp. flat) R-modules belonging to D+(R) (resp.
D−(R)).

Let f : X → Y be a continuous map between topological spaces, and let R be a
sheaf of rings on Y . The direct image functor f∗ : Mod(f −1R) → Mod(R) is left
exact and we can define its right derived functor

Rf∗ : D+(f −1R) → D+(R)

by using an injective resolution of M ·. In the case R = ZY this gives a functor

Rf∗ : D+(Sh(X)) → D+(Sh(Y )),

where Sh(Z) denotes the category of abelian sheaves on a topological space Z.
Since any injective f −1R-module is a flabby sheaf (see, e.g., [KS2, Proposi-

tion 2.4.6]), we have the following.

Proposition 1.5.3. Let f : X → Y be a continuous map between topological spaces,
and let R be a sheaf of rings on Y . Then we have a commutative diagram
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D+(f −1R)
Rf∗−−−−→ D+(R)⏐⏐	 ⏐⏐	

D+(Sh(X)) −−−−→
Rf∗

D+(Sh(Y )),

where the vertical arrows are the forgetful functors.

Proposition 1.5.4. Let f : X → Y be a morphism of algebraic varieties, and let R

be a sheaf of rings on Y . Then Rf∗ sends Db(f −1R) to Db(R) and commutes with
arbitrary direct sums.

Proof. By Proposition 1.5.3 we may assume that R = ZY . Then the assertion fol-
lows from the well-known corresponding fact concerning Rf∗ for abelian sheaves on
noetherian topological spaces (see, e.g., [Ha2, III, Theorem 2.7, Lemma 2.8]). ��

In the rest of this section X denotes a smooth algebraic variety.

Notation 1.5.5. For � = +, −, b we denote by D
�
qc(DX) (resp. D

�
c(DX)) the full

subcategory of D�(DX) consisting of complexes whose cohomology sheaves belong
to Modqc(DX) (resp. Modc(DX)).

The categories D
�
qc(DX) and D

�
c(DX) are triangulated categories. Those trian-

gulated categories and certain full triangulated subcategories of them will play major
roles in the rest of this book.

By Proposition 1.4.6 and Corollary 1.4.20 we have the following (see also [KS2,
Proposition 2.4.12]).

Proposition 1.5.6. Any object of Db(DX) (resp. Db
qc(DX)) is represented by a

bounded complex of flat DX-modules (resp. locally projective DX-modules belonging
to Modqc(DX)).

We note the following result due to Bernstein (see [Bor3]). It will not be used in
what then follows and the proof is omitted.

Theorem 1.5.7. The natural functors

Db(Modqc(DX)) −→ Db
qc(DX),

Db(Modc(DX)) −→ Db
c (DX)

give equivalences of categories.

Inverse images

Let f : X → Y be a morphism of smooth algebraic varieties. We can define a functor

Lf ∗ : Db(DY ) → Db(DX) (M · �−→ DX→Y ⊗L
f −1DY

f −1M ·)

by using a flat resolution of M ·.
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Proposition 1.5.8. Lf ∗ sends Db
qc(DY ) to Db

qc(DX).

Proof. As a complex of OX-module (that is, applying the forgetful functor
Db(DX) → Db(OX)) we have

DX→Y ⊗L
f −1DY

f −1M · = (OX ⊗f −1OY
f −1DY ) ⊗L

f −1DY
f −1M ·

= (OX ⊗L
f −1OY

f −1DY ) ⊗L
f −1DY

f −1M ·

= OX ⊗L
f −1OY

f −1M ·,

and hence the assertion follows from Proposition 1.5.9 below. ��
For an algebraic variety Z and � = +, −, b, ∅ we denote by D

�
qc(OZ) (resp.

D
�
c(OZ)) the full subcategory of D�(OZ) consisting of F · ∈ D�(OZ) such that

Hi(F ·) ∈ Modqc(OZ) (resp. Modc(OZ)) for any i.

Proposition 1.5.9. The functor OX ⊗L
f −1OY

f −1(•) : D−(OY ) → D−(OX) sends

D−
qc(OY ) (resp. D−

c (OY )) to D−
qc(OX) (resp. D−

c (OX)).

Proof. Let F · ∈ D−
qc(OY ) (resp. D−

c (OY )). Using the arguments in Proposi-
tion 1.4.18 we see that F · is represented by a complex of locally free OY -modules
(resp. locally free OY -modules of finite ranks). Hence the assertion is obvious. ��
Remark 1.5.10. Note that Lf ∗DY = DX→Y ⊗L

f −1DY
f −1DY = DX→Y . If f is

a closed embedding with dim X < dim Y , then the DX-module DX→Y is locally
free of infinite rank (see Example 1.3.2). We see from this that the functor Lf ∗ for
f : X → Y does not necessarily send Db

c (DY ) to Db
c (DX).

We call Lf ∗ the inverse image functor on derived categories of D-modules. We
will also use the shifted inverse image functor

f † = Lf ∗[dim X − dim Y ] : Db(DY ) → Db(DX).

defined by f †M · = Lf ∗M ·[dim X − dim Y ]. The shifted one will be more practical
in considering the Riemann–Hilbert correspondence.

Proposition 1.5.11. Let f : X → Y and g : Y → Z be morphisms of smooth
algebraic varieties. Then we have

L(g ◦ f )∗ � Lf ∗ ◦ Lg∗, (g ◦ f )† � f † ◦ g†.

Proof. We have

DX→Y ⊗L
f −1DY

f −1DY→Z

= (OX ⊗f −1OY
f −1DY ) ⊗L

f −1DY
f −1(OY ⊗g−1OZ

g−1DZ)

= (OX ⊗f −1OY
f −1DY ) ⊗L

f −1DY
(f −1OY ⊗(g◦f )−1OZ

(g ◦ f )−1DZ)
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= (OX ⊗L
f −1OY

f −1DY ) ⊗L
f −1DY

(f −1OY ⊗L
(g◦f )−1OZ

(g ◦ f )−1DZ)

� OX ⊗L
(g◦f )−1OZ

(g ◦ f )−1DZ

= OX ⊗(g◦f )−1OZ
(g ◦ f )−1DZ

= DX→Z.

Here we have used the fact the D is a locally free O-module. Hence we obtain
isomorphisms

DX→Z � DX→Y ⊗f −1DY
f −1DY→Z � DX→Y ⊗L

f −1DY
f −1DY→Z

of (complexes of) (DX, (g ◦ f )−1DZ)-bimodules. Therefore, we have

L(g ◦ f )∗(M.) = DX→Z ⊗L
(g◦f )−1DY

(g ◦ f )−1M.

� (DX→Y ⊗L
f −1DY

f −1DY→Z) ⊗L
f −1g−1DY

f −1g−1M.

= DX→Y ⊗L
f −1DY

f −1(DY→Z ⊗L
g−1DY

g−1M.)

= Lf ∗(Lg∗(M.)).

This completes the proof. ��
Example 1.5.12. Assume that U is an open subset of a smooth algebraic variety X.
Let j : U ↪→ X be the embedding. Then we have DU→X = j−1DX = DU and
hence

j† = Lj∗ = j−1 (the restriction to U).

Proposition 1.5.13. Assume that f : X → Y is a smooth morphism between smooth
algebraic varieties.

(i) For M ∈ Mod(DY ) we have Hi(Lf ∗M) = 0 for i 	= 0 (hence we write f ∗ for
Lf ∗ in this case).

(ii) For M ∈ Modc(DY ) we have f ∗M ∈ Modc(DX).

Proof. (i) The assertion follows from the flatness of OX over f −1OY and Lf ∗M �
OX ⊗L

f −1OY
f −1M .

(ii) It is sufficient to show that the canonical morphism DX → DX→Y =
OX ⊗f −1OY

f −1DY (P �→ P(1 ⊗ 1)) is surjective. Since the question is local,
we may assume that X and Y are affine and admit local coordinates {xi, ∂xi

}i=1,...,n

and {yi, ∂yi
}i=1,...,m, respectively, such that

∂xi
�→
{

1 ⊗ ∂yi
(1 ≤ i ≤ m)

0 (m + 1 ≤ i ≤ n)

under the canonical morphism �X → f ∗�Y = OX ⊗f −1OY
f −1�Y . Then we have

DX→Y =
⊕

r1,...,rm

OX∂r1
y1

· · · ∂rm
ym

,
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and the canonical homomorphism DX → DX→Y = OX ⊗f −1OY
f −1DY is given

by ∂
r1
x1 · · · ∂rn

xn
�→ δrm+1+···+rn,0∂

r1
y1 · · · ∂rm

ym
, from which the assertion follows. ��

Let us give a description of the cohomology sheaves of Li∗M for M ∈
Modqc(DX). We have a locally free resolution

0 → Kn−r → · · · → K1 → K0 → OX → 0 (1.5.1)

of the i−1OY -module OX (Koszul resolution, see, e.g., [Matm, Theorem 43]). In
terms of a local coordinate {yi, ∂yi

} in Example 1.3.2, we have

Kj =
j∧⎛⎝ n⊕

k=r+1

i−1OY dyk

⎞⎠ .

The morphism K0(= i−1OY ) → OX is the canonical one, and Kj → Kj−1 is
given by

f dyk1 ∧ · · · ∧ dykj
�−→

j∑
p=1

(−1)p+1ykpf dyk1 ∧ · · · ∧ d̂ykp ∧ · · · ∧ dykj
.

If we take another coordinate {zl, ∂zl
} such that zr+1 = · · · = zn = 0 gives a

defining equation of X, then we can write yk = ∑n
l=r+1 cklzl (r + 1 ≤ k ≤ n),

and the correspondence dyk �→ ∑n
l=r+1 ckldzl (r + 1 ≤ k ≤ n) gives the canonical

identification. From this resolution we obtain a locally free resolution of the right
i−1DY -module DX→Y :

0 → Kn−r ⊗i−1OY
i−1DY → · · · → K0 ⊗i−1OY

i−1DY → DX→Y → 0.

Hence Li∗M is represented by the complex

· · · → 0 → Kn−r ⊗i−1OY
i−1M → · · · → K0 ⊗i−1OY

i−1M → 0 → · · · .

In terms of the local coordinate the action of DX on the cohomology sheaf
Hj (K· ⊗i−1OY

i−1M) is described as follows. Let D′ be the subalgebra of DY

generated by OY and ∂y1 , . . . , ∂yr . Note that the homomorphism i−1D′ → DX in-
duced by the identification OX ⊗i−1OY

i−1D′ � DX is a ring homomorphism. Hence
we can regard DX→Y as a (i−1D′, i−1DY )-bimodule. Moreover, our resolution of
DX→Y is that of (i−1D′, i−1DY )-bimodules, where i−1D′ acts on Kj ⊗i−1OY

i−1DY

via the left multiplication on i−1DY . Hence K· ⊗i−1OY
i−1M is a complex of i−1D′-

modules. Then the actions of i−1D′ on Hj (K· ⊗i−1OY
i−1M) factors through DX

and this gives the desired DX-module structure.

Proposition 1.5.14. Let i : X → Y be a closed embedding of smooth algebraic
varieties. Set d = codimY (X).

(i) For M ∈ Mod(DY ) we have Hj (Li∗M) = 0 unless −d ≤ j ≤ 0.
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(ii) For M · ∈ D+(DY ) we have a canonical isomorphism

Li∗M · � RHomi−1DY
(DY←X, i−1M ·)[d]

in Db(DX), where the left DX-module structure on the right-hand side is given
by the right action of DX on DY←X.

Proof. The statement (i) is already shown. In order to show (ii) it is sufficient to
show the isomorphism

RHomi−1DY
(DY←X, i−1DY ) � DX→Y [−d]. (1.5.2)

Indeed, from (1.5.2) we obtain

Li∗M = DX→Y ⊗L
i−1DY

i−1M

� RHomi−1DY
(DY←X, i−1DY ) ⊗L

i−1DY
i−1M[d]

� RHomi−1DY
(DY←X, i−1M)[d].

Here the last equality is shown similarly to Lemma 2.6.13 below. Note that (1.5.2)
is equivalent to

RHomi−1D
op
Y

(DX→Y , i−1DY ) � DY←X[−d] (1.5.3)

by the side-changing operation. Let us show (1.5.3). We have

RHomi−1D
op
Y

(DX→Y , i−1DY )

� RHomi−1D
op
Y

(OX ⊗i−1OY
i−1DY , i−1DY )

� RHomi−1OY
(OX, i−1DY )

� i−1DY ⊗i−1OY
RHomi−1OY

(OX, i−1OY ).

By using the Koszul resolution (1.5.1) of the i−1OY -module OX we see that
RHomi−1OY

(OX, i−1OY ) is represented by the complex

[K∗
0 → K∗

1 → · · · → K∗
d ],

where K∗
j = Homi−1OY

(Kj , i−1OY ). Note that Kd is a locally free i−1OY -module
of rank one and we have a canonical perfect paring Kj ⊗i−1OY

Kd−j → Kd for each
j . Hence we have K∗

j � Kd−j ⊗i−1OY
K∗

d . Then we obtain

[K∗
0 → K∗

1 → · · · → K∗
d ] � [Kd → Kd−1 → · · · → K0] ⊗i−1OY

K∗
d

� OX ⊗i−1OY
K∗

d [−d] � i−1�⊗−1
Y ⊗i−1OY

�X[−d].
Therefore, we have

RHomi−1D
op
Y

(DX→Y , i−1DY ) � i−1DY ⊗i−1OY
i−1�⊗−1

Y ⊗i−1OY
�X[−d]

� DY←X[−d]
by Lemma 1.3.4. ��
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Definition 1.5.15. For a closed embedding i : X → Y of smooth algebraic varieties
we define a left exact functor

i� : Mod(DY ) → Mod(DX)

by i�M = Homi−1DY
(DY←X, i−1M).

Proposition 1.5.16. Let i : X → Y be a closed embedding. Then we have

i†M · � RHomi−1DY
(DY←X, i−1M ·) � Ri�M ·

for any M · ∈ D+(DY ).

Proof. The first equality is already shown in Proposition 1.5.14. Let us show the
second one.

We first show that

i�M � Homi−1DY
(DY←X, i−1�X(M)) (1.5.4)

for M ∈ Mod(DY ), where �X(M) denotes the subsheaf of M consisting of sec-
tions whose support is contained in X. For this it is sufficient to show that
ψ(s) ∈ i−1�X(M) for any ψ ∈ Homi−1DY

(DY←X, i−1M) and s ∈ DY←X.
Since the question is local, we can take a local coordinate as in Example 1.3.5.
Then we have DY←X � C[∂yr+1 , . . . , ∂yn ] ⊗C DX. Since the i−1DY -module
C[∂yr+1 , . . . , ∂yn ] ⊗C DX is generated by 1 ⊗ 1, we may assume that s = 1 ⊗ 1.
Let J ⊂ OY be the defining ideal of X. By (i−1J )s = 0 we have (i−1J )ψ(s) = 0.
It implies that ψ(s) ∈ i−1�X(M). The assertion (1.5.4) is shown.

We next show that

Ri�M · � RHomi−1DY
(DY←X, i−1R�X(M ·)) (1.5.5)

for M · ∈ D+(DY ). For this it is sufficient to show that if I is an injective DY -module,
then i−1�X(I) is an injective i−1DY -module. This follows from

Homi−1DY
(K, i−1�X(I)) � Homi−1DY

(i−1i∗K, i−1�X(I))

� HomDY
(i∗K, i∗i−1�X(I))

� HomDY
(i∗K, �X(I)) � HomDY

(i∗K, I)

for any i−1DY -module K .
It remains to show that the canonical morphism

RHomi−1DY
(DY←X, i−1R�X(M ·)) → RHomi−1DY

(DY←X, i−1M ·)

is an isomorphism. Let j : Y \ X → Y be the complementary open embedding. By
the distinguished triangle

R�X(M ·) −→ M · −→ Rj∗j−1M · +1−→
(see Proposition 1.7.1 below) it is sufficient to show that

RHomi−1DY
(DY←X, i−1j∗j−1M ·)(� i†Rj∗j−1M ·) = 0.

This follows from Lemma 1.5.17 below. ��
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Lemma 1.5.17. Let i : X → Y be a closed embedding of algebraic varieties. Set
U = Y \ X and denote by j : U → X the complementary open embedding. Then
for any K · ∈ Db(OU ) we have OX ⊗L

i−1OY
i−1Rj∗K · = 0.

Proof. We have

i∗(OX ⊗L
i−1OY

i−1Rj∗K) = i∗OX ⊗L
OY

Rj∗K = Rj∗(j−1i∗OX ⊗L
OY\X

K) = 0.

Here we have used the projection formula for O-modules (see, e.g., [Ha1, II, Propo-
sition 5.6]). ��

Tensor products

The bifunctor

(•) ⊗OX
(•) : Mod(DX) × Mod(DX) → Mod(DX) ((M, N) �→ M ⊗OX

N)

is right exact with respect to both factors, and we can define its left derived functor as

(•) ⊗L
OX

(•) : Db(DX) × Db(DX) → Db(DX) ((M ·, N ·) �→ M · ⊗L
OX

N ·)

by using a flat resolution of M · or N ·. Since a flat DX-module is flat over OX, we
have a commutative diagram

Db(DX) × Db(DX)
(•)⊗L

OX
(•)

−−−−−−→ Db(DX)⏐⏐	 ⏐⏐	
Db(OX) × Db(OX)

(•)⊗L
OX

(•)

−−−−−−→ Db(OX),

where vertical arrows are forgetful functors. In particular, the functor (•) ⊗L
OX

(•)

sends Db
qc(DX) × Db

qc(DX) to Db
qc(DX).

Let X and Y be smooth algebraic varieties and let p1 : X × Y → X,
p2 : X × Y → Y be the first and the second projections, respectively. For
M ∈ Mod(OX) and N ∈ Mod(OY ) we set

M � N := OX×Y ⊗
p−1

1 OX⊗Cp−1
2 OY

(p−1
1 M ⊗C p−1

2 N) ∈ Mod(OX×Y ).

This gives a bifunctor

(•) � (•) : Mod(OX) × Mod(OY ) −→ Mod(OX×Y ).

Since the functor (•)�(•) is exact with respect to both factors, it extends immediately
to a functor

(•) � (•) : Db(OX) × Db(OY ) −→ Db(OX×Y )

for derived categories.
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Let M ∈ Mod(DX) and N ∈ Mod(DY ). Then the DX×Y -module

DX×Y ⊗
p−1

1 DX⊗Cp−1
2 DY

(p−1
1 M ⊗C p−1

2 N)

is isomorphic as an OX×Y -module to M � N by

DX×Y � OX×Y ⊗
p−1

1 OX⊗Cp−1
2 OY

p−1
1 DX ⊗C p−1

2 DY .

This DX×Y -module is again denoted by M � N , and is called the exterior tensor
product of M and N . The bifunctor

(•) � (•) : Mod(DX) × Mod(DY ) −→ Mod(DX×Y )

is exact with respect to both factors, and it extends to a functor

(•) � (•) : Db(DX) × Db(DY ) −→ Db(DX×Y )

for derived categories such that the following diagram is commutative:

Db(DX) ⊗ Db(DY )
(•)�(•)−−−−→ Db(DX×Y )⏐⏐	 ⏐⏐	

Db(OX) ⊗ Db(OY )
(•)�(•)−−−−→ Db(OX×Y ),

where vertical arrows are forgetful functors. It is easily seen that the functor
(•) � (•) sends Db

qc(DX) × Db
qc(DY ) (resp. Db

c (DX) × Db
c (DY )) to Db

qc(DX×Y )

(resp. Db
c (DX×Y )). We also note that

p∗
1M � M � OY , p∗

2N � OX � N.

Let X be a smooth algebraic variety and let �X : X → X × X (x �→ (x, x))
be the diagonal embedding. For M, N ∈ Mod(DX) we easily see that M ⊗OX

N is
isomorphic to �∗

X(M � N) as a DX-module. Moreover, if P1 and P2 are a flat DY1 -
module and a flat DY2 -module, respectively, then P1 � P2 is a flat DY1×Y2 -module.
Hence for M ·, N · ∈ Db(DX) we have a canonical isomorphism

M · ⊗L
OX

N · � L�∗
X(M · � N ·)

in Db(DX).

Proposition 1.5.18.
(i) Let f1 : X1 → Y1 and f2 : X2 → Y2 be morphisms of smooth algebraic

varieties. Then for M ·
1 ∈ Db(DY1), M ·

2 ∈ Db(DY2), we have

L(f1 × f2)∗(M ·
1 � M ·

2) � Lf ∗
1 M ·

1 � Lf ∗
2 M ·

2.
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(ii) Let f : X → Y be a morphism of smooth algebraic varieties. Then for M ·, N · ∈
Db(DY ), we have

Lf ∗(M · ⊗L
OY

N ·) � Lf ∗M · ⊗L
OX

Lf ∗N ·.

Proof. The statement (i) follows from (f1 × f2)∗(M1 � M2) � f ∗
1 M1 � f ∗

2 M2 for
M1 ∈ Mod(DY1), M2 ∈ Mod(DY2). The statement (ii) follows from (i) as follows:

Lf ∗(M · ⊗L
OY

N ·) � Lf ∗L�∗
Y (M · � N ·) � L�∗

XL(f × f )∗(M · � N ·)

� L�∗
X(Lf ∗M · � Lf ∗N ·) � Lf ∗M · ⊗L

OX
Lf ∗N ·. ��

Proposition 1.5.19. Let M ·, N · ∈ Db(DX) and L· ∈ Db(D
op
X ). Then we have

isomorphisms

(L· ⊗L
OX

N ·) ⊗L
DX

M · � L· ⊗L
DX

(M · ⊗L
OX

N ·) � (L· ⊗L
OX

M ·) ⊗L
DX

N ·

of CX-modules.

Proof. By taking flat resolutions of M ·, N ·, L· we may assume from the beginning
that M · = M, N · = N ∈ Mod(DX) and L· = L ∈ Mod(D

op
X ). Hence the assertion

follows from Lemma 1.2.11. ��

Direct images

Let f : X → Y be a morphism of smooth algebraic varieties. We can define functors

Db(DX) 
 M · �−→ DY←X ⊗L
DX

M · ∈ Db(f −1DY ),

Db(f −1DY ) 
 N · �−→ Rf∗(N ·) ∈ Db(DY )

by using a flat resolution of M · and an injective resolution of N ·. Therefore, we
obtain a functor ∫

f

: Db(DX) → Db(DY )

given by ∫
f

M. = Rf∗(DY←X ⊗L
DX

M.) (M. ∈ Db(DX)).

It is true that
∫

f
sends Db

qc(DX) to Db
qc(DY ); however, unlike the case of inverse

image functors it does not immediately follow from Proposition 1.5.20 below. We
will prove this non-trivial fact later (Proposition 1.5.29).

Proposition 1.5.20. The functor Rf∗ : Db(OX) → Db(OY ) sends Db
qc(OX) to

Db
qc(OY ). If f is proper, it sends Db

c (OX) to Db
c (OY ).
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(See, e.g., [Ha2, III, Corollary 8.6, Theorem 8.8].)
For an integer k we set ∫ k

f

M · = Hk
(∫

f

M ·).
Note that we also have a functor

∫
f

: Db(D
op
X ) → Db(D

op
Y ) defined by∫

f

M. = Rf∗(M · ⊗L
DX

DX→Y ) (M. ∈ Db(D
op
X )).

By an argument similar to those in Section 1.3 we have a commutative diagram

Db(DX)

∫
f−−−−→ Db(DY )

�X⊗OX
(•)

⏐⏐	� �
⏐⏐	�Y ⊗OY

(•)

Db(D
op
X ) −−−−→∫

f

Db(D
op
Y ).

Proposition 1.5.21. Let f : X → Y and g : Y → Z be morphisms of smooth
algebraic varieties. Then we have ∫

g◦f

=
∫

g

∫
f

.

Proof. Similar to the proof of Proposition 1.5.11, we have isomorphisms

DZ←X � f −1DZ←Y ⊗f −1DY
DY←X � f −1DZ←Y ⊗L

f −1DY
DY←X

of (complexes of) ((g ◦ f )−1DZ, DX)-bimodules.
For M · ∈ Db(DX) we have∫

g

∫
f

M · = Rg∗(DZ←Y ⊗L
DY

Rf∗(DY←X ⊗L
DX

M ·))

by definition. We claim that the canonical morphism

DZ←Y ⊗L
DY

Rf∗(DY←X ⊗L
DX

M ·) → Rf∗(f −1DZ←Y ⊗L
f −1DY

(DY←X ⊗L
DX

M ·))

is an isomorphism. In fact, we show that the canonical morphism

F · ⊗L
DY

Rf∗(G·) → Rf∗(f −1F · ⊗L
f −1DY

G·)

is an isomorphism for any F · ∈ D−
qc(D

op
Y ), G· ∈ Db(f −1DY ). Since the question is

local, we may assume that Y is affine. Then by Remark 1.4.5 we can replace F · with
a complex of free right DY -modules belonging to D−

qc(D
op
Y ). Hence we have only to

show our claim for F · = D⊕I
Y , where I is a (possibly infinite) index set. Then we
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have F · ⊗L
DY

Rf∗(G·) � Rf∗(G·)⊕I and Rf∗(f −1F · ⊗L
f −1DY

G·) � Rf∗((G·)⊕I ).
Therefore, the claim follows from Proposition 1.5.4 (for R = ZY ). Hence we have∫

g

∫
f

M · � Rg∗Rf∗(f −1DZ←Y ⊗L
f −1DY

(DY←X ⊗L
DX

M ·))

� R(g ◦ f )∗((f −1DZ←Y ⊗L
f −1DY

DY←X) ⊗L
DX

M ·)

� R(g ◦ f )∗(DZ←X ⊗L
DX

M ·)

=
∫

g◦f

M ·.

This completes the proof. ��
Example 1.5.22. Assume that U is an open subset of a smooth algebraic variety X.
Let j : U ↪→ X be the embedding. Then we have DX←U = j−1DX = DU and∫

j

= Rj∗

(note that
∫

j
M = Rj∗M may have non-trivial higher cohomology groups Rij∗M ,

i > 0).

Example 1.5.23. Assume that i : X → Y is a closed embedding of smooth algebraic
varieties. Take a local coordinate {yk, ∂yk

}1≤k≤n of Y such that yr+1 = · · · = yn = 0
gives a defining equation of X. By Example 1.3.5 we have the following local
description of

∫
i
M for M ∈ Mod(DX):∫ k

i

M = 0 (k 	= 0),

∫ 0

i

M � C[∂yr+1 , . . . , ∂yn ] ⊗C i∗M.

The action of DY on C[∂yr+1 , . . . , ∂yn ]⊗C i∗M is given by the following. The action
of ∂yk

for k > r is given by the multiplication on the first factor C[∂yr+1 , . . . , ∂yn ].
Hence it remains to describe the action of ϕ ∈ OY and ∂yk

for k ≤ r on 1 ⊗ i∗M ⊂
C[∂yr+1 , . . . , ∂yn ] ⊗C i∗M . It is given by

ϕ(1 ⊗ m) = 1 ⊗ (ϕ|X)m (ϕ ∈ OY ),

∂yk
(1 ⊗ m) = 1 ⊗ ∂xk

m (1 ≤ k ≤ r).

The above local consideration gives the following.

Proposition 1.5.24. Let i : X → Y be a closed embedding of smooth algebraic
varieties.

(i) For M ∈ Mod(DX) we have
∫ k

i
M = 0 for k 	= 0. In particular,

∫ 0
i

:
Mod(DX) → Mod(DY ) is an exact functor.

(ii)
∫ 0

i
sends Modqc(DX) to Modqc(DY ).
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Proposition 1.5.25. Let i : X → Y be a closed embedding of smooth algebraic
varieties.

(i) There exists a functorial isomorphism

RHomDY

(∫
i

M ·, N ·
)

� i∗RHomDX
(M ·, Ri�N ·)

(M · ∈ D−(DX), N · ∈ D+(DY )).

(ii) The functor Ri� : Db(DY ) → Db(DX) is right adjoint to
∫

i
: Db(DX) →

Db(DY ).

Proof. The statement (ii) follows from (i) by taking H 0(R�(Y, •)) (note that
H 0(R HomDY

(K ·, L·)) � HomDb(DY )(K
·, L·)). Let us show (i). Note that for

M ∈ Mod(DX), N ∈ Mod(DY ) there exists a canonical isomorphism

HomDX
(M, Homi−1DY

(DY←X, i−1N)) � Homi−1DY
(DY←X ⊗DX

M, i−1N)

(ϕ ←→ ψ)

given by
(ϕ(s))(R) = ψ(R ⊗ s) (s ∈ M, R ∈ DY←X).

From this we obtain

RHomDX
(M ·, RHomi−1DY

(DY←X, i−1N ·))
� RHomi−1DY

(DY←X ⊗L
DX

M ·, i−1N ·)

for M · ∈ D−(DX), N · ∈ D+(DY ) (see the proof of [KS2, Proposition 2.6.3]).
Therefore, we have

RHomDY

(∫
i

M ·, N ·
)

� RHomDY
(i∗(DY←X ⊗L

DX
M ·), N ·)

� RHomDY
(i∗(DY←X ⊗L

DX
M ·), R�X(N ·))

� RHomDY
(i∗(DY←X ⊗L

DX
M ·), i∗i−1R�X(N ·))

� i∗RHomDY
(i−1i∗(DY←X ⊗L

DX
M ·), i−1R�X(N ·))

� i∗RHomi−1DY
(DY←X ⊗L

DX
M ·, i−1R�X(N ·))

� i∗RHomDX
(M ·, RHomi−1DY

(DY←X, i−1R�X(N ·)))
� i∗RHomDX

(M ·, Ri�N ·).

Here the last equality follows from Proposition 1.5.16 and its proof. ��
Corollary 1.5.26. Let i : X → Y be a closed embedding of smooth algebraic vari-
eties.
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(i) There exists a functorial isomorphism

HomDY

(∫ 0

i

M, N

)
� i∗HomDX

(M, i�N)

(M ∈ Mod(DX), N ∈ Mod(DY )).

(ii) The functor i� : Mod(DY ) → Mod(DX) is right adjoint to
∫ 0

i
: Mod(DX) →

Mod(DY ).

In order to analyze the direct images for projections Y × Z → Z we need the
following.

Lemma 1.5.27. We have the following locally free resolutions of the left DX-module
OX and the right DX-module �X:

0 → DX ⊗OX

n∧
�X→ · · · →DX ⊗OX

0∧
�X→OX → 0, (1.5.6)

0 → �0
X ⊗OX

DX→ · · · →�n
X ⊗OX

DX→�X → 0, (1.5.7)

where n = dim X, and �k
X = ∧k

�1
X for 0 ≤ k ≤ n. Here

DX ⊗OX

0∧
�X(= DX) → OX

and

�n
X ⊗OX

DX(= �X ⊗OX
DX) → �X

are given by P �→ P(1) and ω ⊗ P �→ ωP , respectively, and

d : DX ⊗OX

k∧
�X → DX ⊗OX

k−1∧
�X

and

d : �k
X ⊗OX

DX → �k+1
X ⊗OX

DX

are given by

d(P ⊗ θ1 ∧ · · · ∧ θk)

=
∑

i

(−1)i+1Pθi ⊗ θ1 ∧ · · · ∧ θ̂i · · · ∧ θk

+
∑
i<j

(−1)i+j P ⊗ [θi, θj ] ∧ θ1 ∧ · · · ∧ θ̂i · · · ∧ θ̂j · · · ∧ θk,

d(ω ⊗ P) = dω ⊗ P +
∑

i

dzi ∧ ω ⊗ ∂iP ,

respectively, where {zi, ∂i} is a local coordinate of X (we call (1.5.6) the Spencer
resolution of OX).
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Proof. The assertion for �X follows from the one for OX using the side-changing
operation. In order to show that the complex

N · =
[

DX ⊗OX

n∧
�X→ · · · →DX ⊗OX

0∧
�X→OX

]
is acyclic we consider its filtration {FpN ·}p:

FpN · =
[

Fp−nDX ⊗OX

n∧
�X→ · · · →Fp(DX) ⊗OX

0∧
�X→Fp(OX)

]
,

where Fp(OX) is OX for p ≥ 0 and is 0 for p < 0. Then it is sufficient to show that
the associated graded complex gr N · is acyclic. Let π : T ∗X → X and i : X → T ∗X

be the projection and the embedding by the zero-section, respectively. Then we have
gr N · � π∗L· with

L· =
[
OT ∗X ⊗π−1OX

n∧
π−1�X→ · · · →OT ∗X ⊗π−1OX

0∧
π−1�X→i∗OX

]
,

where OT ∗X ⊗π−1OX

∧0
π−1�X(= OT ∗X) → i∗OX is given by ϕ �→ i∗(ϕ ◦ i) and

d : OT ∗X ⊗π−1OX

∧k
π−1�X → OT ∗X ⊗π−1OX

∧k−1
π−1�X is given by

d(ϕ ⊗ θ1 ∧ · · · ∧ θk) =
∑

i

(−1)i+1ϕσ1(θi) ⊗ θ1 ∧ · · · ∧ θ̂i · · · ∧ θk.

It is well known that the complex L· is acyclic (the Koszul resolution of the OT ∗X-
module i∗OX; see, e.g., [Matm, Theorem 43]). Since π is an affine morphism, π∗L·
is also acyclic. ��

Let Y and Z be smooth algebraic varieties and set X = Y × Z. Let f : X → Y

and g : X → Z be the projections. We consider
∫

f
M = Rf∗(DY←X ⊗L

DX
M) for

M ∈ Modqc(DX) in the following. To compute DY←X ⊗L
DX

M we use the resolution
of the right DX-module DY←X = DY � �Z induced by the resolution of the right
DZ-module �Z given in Lemma 1.5.27. Set n = dim Z(= dim X − dim Y ) and
�k

X/Y = OY � �k
Z for 0 ≤ k ≤ n. For M ∈ Modqc(DX) we define its (relative) de

Rham complex DRX/Y (M) by

(DRX/Y (M))k :=
{

�n+k
X/Y ⊗OX

M (−n ≤ k ≤ 0),

0 (otherwise),

d(ω ⊗ s) = dω ⊗ s +
n∑

i=1

(dzi ∧ ω) ⊗ ∂is.

Here {zi, ∂i}1≤n is a local coordinate of Z. Note that each term (DRX/Y (M))k =
g−1�n+k

Z ⊗g−1OZ
M is an f −1DY -module by
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P(ω ⊗ s) = ω ⊗ ((P ⊗ 1)s) (P ∈ f −1DY , ω ∈ g−1�n+k
Z , s ∈ M),

where we denote by P �→ P ⊗ 1 the canonical homomorphism f −1DY → DX.
Thus DRX/Y (M) is a complex of f −1DY -modules. By the above lemma we have

DY←X ⊗L
DX

M � DRX/Y (M)

in the derived category consisting of complexes of f −1DY -modules.

Proposition 1.5.28. Let Y and Z be smooth algebraic varieties, and let f : X =
Y × Z → Y be the projection.

(i) For M ∈ Mod(DX) we have
∫

f
M � Rf∗(DRX/Y (M)).

(ii) For M ∈ Mod(DX) we have
∫ j

f
M = 0 unless − dim Z ≤ j ≤ dim Z.

(iii) The functor
∫

f
sends Db

qc(DX) to Db
qc(DY ).

Proof. The assertion (i) follows from the above consideration and the definition of
∫

f
,

and (ii) is a consequence of (i) since f∗ has cohomological dimension dim Z. In order
to show (iii) it is sufficient to show for M ∈ Modqc(DX) that Rif∗(DRX/Y (M)k) is
a quasi-coherent OY -module for any i and k. This follows from Proposition 1.5.20
since DRX/Y (M)k is a quasi-coherent OX-module. ��

Note that any morphism f : X → Y of smooth algebraic varieties is a composite
of a closed embedding i : X → Y ×X (x �→ (f (x), x)) and the projection Y ×X →
Y . Hence by Proposition 1.5.21, Proposition 1.5.24 and Proposition 1.5.28 we obtain
the following.

Proposition 1.5.29. Let f : X → Y be a morphism of smooth algebraic varieties.
Then

∫
f

sends Db
qc(DX) to Db

qc(DY ).

Proposition 1.5.30. Let f1 : X1 → Y1 and f2 : X2 → Y2 be morphisms of smooth
algebraic varieties. Then for M ·

1 ∈ Db
qc(DX1), M ·

2 ∈ Db
qc(DX2) the canonical

morphism (∫
f1

M ·
1

)
�
(∫

f2

M ·
2

)
→
∫

f1×f2

(M ·
1 � M ·

2)

is an isomorphism.

Proof. By decomposing f1×f2 into the composite of X1×X2 → Y1×X2 → Y1×Y2
it is sufficient to show that for a morphism f : X → Y of smooth algebraic varieties
and a smooth algebraic variety T the canonical morphism(∫

f

M ·
)

� N · →
∫

f ×idT

(M · � N ·) (M ∈ Db
qc(DX), N ∈ Db

qc(T ))

is an isomorphism. By decomposing f into the composite of X → X × Y (x �→
(x, f (x)) and the projection X × Y → Y we may assume that f is either a closed
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embedding or a projection. Moreover, we may assume M · = M ∈ Modqc(DX),
N · = N ∈ Modqc(DY ).

Assume that i : X → Y is a closed embedding. Since the question is local,
we may take a local coordinate {yk, ∂yk

}1�k�n of Y such that yr+1, . . . , yn give the
defining equations of X. Then by Example 1.3.5 we have(∫

i

M

)
� N � (C[∂yr+1 , . . . , ∂yn ] ⊗C i∗M) � N

� C[∂yr+1 , . . . , ∂yn ] ⊗C (i × 1)∗(M � N)

�
∫

i×idT

(M � N).

Assume that f : X → Y is the projection. Then we have(∫
f

M

)
� N � Rf∗(DRX/Y (M)) � N,∫

f ×idT

(M � N) � R(f × idT )∗(DRX×T/Y×T (M � N)).

Since DRX/Y (M)k is a quasi-coherent OX-module, we have

Rf∗(DRX/Y (M)k) � N � R(f × idT )∗(DRX/Y (M)k) � N)

� R(f × idT )∗(DRX×T/Y×T (M � N)k),

and hence

Rf∗(DRX/Y (M)) � N � R(f × idT )∗(DRX×T/Y×T (M � N)).

The proof is complete. ��
In the proof of Proposition 1.5.30 we have used the following.

Lemma 1.5.31. Let f : X → Y be a morphism of algebraic varieties and let T be an
algebraic variety. For M · ∈ Db

qc(OX) and N · ∈ Db
qc(OT ) the canonical morphism

Rf∗(M ·) � N · → R(f × idT )∗(M · � N ·)

is an isomorphism.

Proof. Since the question is local, we may assume that T is affine. Then there exists
an isomorphism F · � N · in Db

qc(OT ) such that F k is a direct summand of a free
OT -module for any k and F k = 0 for |k| � 0. Hence we may assume from the
beginning that N · = OT . Consider the cartesian square

X × T
p−−−−→ X

f ×idT

⏐⏐	 ⏐⏐	f

Y × T −−−−→
q

Y,
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where p : X × T → X and q : Y × T → Y are the projections. Then we have

Rf∗(M ·) � OT � q∗Rf∗(M ·) � R(f × idT )∗p∗(M ·) � R(f × idT )∗(M · � OT )

by the base change theorem (see [Ha2, II, Proposition 5.12]) for O-modules. ��
Remark 1.5.32. One can investigate some problems in integral geometry such as
those for Radon transforms in a purely algebraic (functorial) way using the operations
of D-modules explained above (see, for example, [Br], [D], [DS2], [Gon], [KT4],
[Mar], [MT]).

1.6 Kashiwara’s equivalence

In Proposition 1.5.24 we saw that for a closed embedding i : X ↪→ Y the direct image
functor

∫ 0
i

: Modqc(DX) → Modqc(DY ) is an exact functor. In this case, the image

of a DX-module by
∫ 0

i
is a DY -module supported by X. Let us denote by ModX

qc(DY )

(resp. ModX
c (DY )) the full subcategory of Modqc(DY ) (resp. Modc(DY )) consisting

of DY -modules whose support is contained in X. Then we have the following theorem
which plays a fundamental role in various studies of D-modules.

Theorem 1.6.1 (Kashiwara’s equivalence). Let i : X ↪→ Y be a closed embedding.

(i) The functor
∫ 0

i
induces equivalences

Modqc(DX)
∼−→ ModX

qc(DY ),

Modc(DX)
∼−→ ModX

c (DY )

of abelian categories. Their quasi-inverses are given by i� = H 0i†.
(ii) For any N ∈ ModX

qc(DY ) we have Hj i†N = 0 (j 	= 0).

Proof. In order to show (i) for Modqc it is sufficient to show that the canonical
homomorphisms

M → i�

∫ 0

i

M,

∫ 0

i

i�N → N (M ∈ Modqc(DX), N ∈ ModX
qc(DY ))

are isomorphisms (see Corollary 1.5.26). The assertion for Modc follows from that
for Modqc if we can show that

∫ 0
i

sends Modc(DX) to ModX
c (DY ) and that i� sends

ModX
c (DY ) to Modc(DX). Hence our problem is local. Since (ii) is also a local

problem, we may shrink Y if necessary. Moreover, by induction on the codimension of
X we can assume that X is a hypersurface. We use the local coordinate {yk, ∂yk

}1≤k≤n

of Y used in Example 1.3.5 (X is defined by yn = 0). We set y = yn, ∂ = ∂yn, θ = y∂ .
Then we have
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i

M = C[∂] ⊗C i∗M (M ∈ Modqc(DX)),

H 0i†N = i�N = Ker(y : i−1N → i−1N) (N ∈ ModX
qc(DY )),

H 1i†N = Coker(y : i−1N → i−1N) (N ∈ ModX
qc(DY )),

Hj i†N = 0 (j 	= 0, −1, N ∈ ModX
qc(DY )).

Let N ∈ ModX
qc(DY ). Consider the eigenspaces

Nj := {s ∈ N | θs = js } (j ∈ Z)

of θ in N . By the relation [∂, y] = 1 we get yNj ⊂ Nj+1, ∂Nj ⊂ Nj−1 and
θ induces an isomorphism j× : Nj ∼→ Nj for ∀j 	= 0. Therefore, ∂y = θ + 1 :
Nj → Nj is an isomorphism for ∀j 	= −1. In particular, if j < −1, both morphisms

Nj
y

→ Nj+1
∂

→ Nj are isomorphisms.
Let us show that

N =
∞⊕

i=1

N−i . (1)

Since N is a quasi-coherent OY -module supported in X, any s ∈ N is annihilated by
yk for a sufficiently large k. Hence it suffices to prove the following assertion:

Ker(yk : N → N) ⊂
k⊕

j=1

N−j (k ≥ 1). (2)

This is true for k = 1 because the condition ys = 0 implies θs = (∂y − 1)s = −s.
Assume that k > 1 and that (2) is true for k − 1. Then for a section s ∈ Ker(yk :
N → N) we have yks = yk−1(ys) = 0 and ys ∈ ⊕k−1

j=1 N−j by the hypothesis of

induction. Hence ∂ys ∈ ⊕k
j=2 N−j and

θs + s = y∂s + s = ∂ys ∈
k⊕

j=2

N−j . (3)

On the other hand, we have yk−1(θs +ks) = yk∂s +kyk−1s = ∂yks = 0. Therefore,
again by the hypothesis of induction we get

θs + ks ∈
k−1⊕
j=1

N−j . (4)

The difference (4)–(3) gives (k − 1)s ∈ ⊕k
j=1 N−j . By k > 1 we finally obtain

s ∈ ⊕k
i=1 N−i and the proof of (1) is complete.

By (1) we easily see that H 1i†N = 0, and (ii) is proved. We see also from (1) that
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N = C[∂] ⊗C N−1, i�N = i−1N−1.

From this we easily obtain Modqc(DX) � ModX
qc(DY ).

It remains to show that
∫ 0

i
sends Modc(DX) to ModX

c (DY ) and that i� sends
ModX

c (DY ) to Modc(DX). We may shrink Y if necessary. If M ∈ Modqc(DX) is

finitely generated over DX, then
∫ 0

i
M = C[∂] ⊗C i∗M is clearly finitely generated

over DY . Assume that N ∈ ModX
qc(DY ) is finitely generated over DY . By N =

C[∂] ⊗C N−1 the DY -module N is generated by finitely many sections s1, . . . , sr

contained in N−1. Then i�N = i−1N−1 is generated as a DX-module by the sections
s1, . . . , sr . The proof is complete. ��

Denote by D
b,X
qc (DY ) (resp. D

b,X
c (DY )) the subcategory of Db

qc(DY ) (resp.
Db

c (DY )) consisting of complexes N˙ whose cohomology sheaves H ∗(N˙) are sup-
ported by X.

Corollary 1.6.2. For � = qc or c the functor∫
i

: Db
� (DX) → D

b,X
� (DY )

gives an equivalence of triangulated categories. Its quasi-inverse is given by

Ri� = i† : D
b,X
� (DY ) → Db

� (DX).

Proof. It is easily seen that
∫

i
sends Db

� (DX) to D
b,X
� (DY ) and Ri� sends D

b,X
� (DY )

to Db
� (DX). By Proposition 1.5.25 we have canonical morphisms

M · → Ri�

∫
i

M ·,
∫

i

Ri�N · → N · (M · ∈ Db
� (DX), N · ∈ D

b,X
� (DY )).

We have only to show that those morphisms are isomorphisms. Let us show that
M · → Ri�

∫
i
M · is an isomorphism for M · ∈ Db

� (DX). We proceed by induction on

the cohomological length l(M ·) := Max{ i | Hi(M ·) 	= 0}− Min{ j | Hj (M ·) 	= 0}
of M ·. Assume that l(M ·) = 0. Then we have M · = M[k] for some M ∈ Mod�(DX)

and k ∈ Z, and hence we may assume that M · = M ∈ Mod�(DX) from the beginning.
In this case the assertion is already proved in Theorem 1.6.1. Assume that l(M ·) > 0.
In this case there exists some k ∈ Z such that l(τ�kM ·) < l(M ·) and l(τ>kM ·) <

l(M ·), where τ�k and τ>k are the truncation functors (see Appendix B). By applying
Ri�

∫
i

to the distinguished triangle

τ�kM · −→ M · −→ τ>kM · +1−→
we obtain a distinguished triangle

Ri�

∫
i

τ�kM · −→ Ri�

∫
i

M · −→ Ri�

∫
i

τ>kM · +1−→ .
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Moreover, we have a commutative diagram

τ�kM · −−−−→ M · −−−−→ τ>kM · +1−−−−→
α

⏐⏐	 β

⏐⏐	 γ

⏐⏐	
Ri�

∫
i
τ�kM · −−−−→ Ri�

∫
i
M · −−−−→ Ri�

∫
i
τ>kM · +1−−−−→

.

By our hypothesis on induction α and γ are isomorphisms. Hence β is also an isomor-
phism (see Appendix B). We can also show that

∫
i
Ri�N · → N · is an isomorphism

by a similar argument. ��

Remark 1.6.3. In this book we will frequently use the argument in the proof of
Corollary 1.6.2, reducing assertions on complexes to those on objects of abelian
categories (regarded as a complex concentrated at degree 0) by induction on the
cohomological length.

Example 1.6.4. Consider the DY -module

BX|Y =
∫ 0

i

OX ∈ ModX
qc(DY ).

Take a local coordinate system {yj , ∂j }1≤j≤n of Y such that

X = {yj = 0 | j ≥ m + 1}.

Then we have

BX|Y = DY

/ ( m∑
l=1

DY ∂l +
n∑

j=m+1

DY yj

)
.

In particular for X = {p} (one point), we get B{p}|Y = DY /DY mp = DY δp �
C[∂1, ∂2, . . . , ∂n]δp, where mp = (y1, y2, . . . , yn) is the maximal ideal at p and δp =
1 mod mp ∈ B{p}|Y . Here, we have used the notation δp since the corresponding
system yj u = 0 (1 ≤ j ≤ n) of differential equations is the one satisfied by the
Dirac delta function supported by {p}. By Kashiwara’s equivalence, we have the
correspondence

Mod{p}
qc (DY ) � {the category of C-vector spaces} (B{p}|Y ←→ C).

Hence objects of Mod{p}
qc (DY ) are direct sums of B{p}|Y .

We will give an application of Kashiwara’s equivalence.

Theorem 1.6.5. A product of a projective space and a smooth affine variety is D-af-
fine.
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Proof. Let Y be a smooth affine algebraic variety. We set X = Pn(C)×Y , V = Cn+1,
V • = V \ {0}. Let π : X̃ = V • × Y → Pn(C) × Y be the projection. Then for
M ∈ Modqc(DX) we obtain a natural action of the complex multiplicative group
C× on the space �(X̃, π∗M) of the global sections of its inverse image π∗M =
OX̃ ⊗π−1OX

π−1M ∈ Modqc(DX̃), because �(X̃, OX̃) has a natural action of C×.
Considering �(X̃, π∗M) as a C×-module, we get its weight space decomposition

�(X̃, π∗M) =
⊕
l∈Z

γ (M)(l),

where z ∈ C× acts on γ (M)(l) by zl . In particular, �(X, M) = γ (M)(0). Now let us
consider the Euler vector field θ = ∑n

i=0 xi∂i (here {xi} is a linear coordinate system
of V and ∂i = ∂/∂xi) on V . If we define the action of θ on π∗M by θ ⊗ Id, we have

γ (M)(l) = {u ∈ �(X̃, π∗M) | θu = lu }.
Moreover, we can easily check

xi(γ (M)(l)) ⊂ γ (M)(l+1), ∂i(γ (M)(l)) ⊂ γ (M)(l−1).

Set Z = {0} × Y ⊂ V × Y , and let j : X̃ ↪→ V × Y and k : Z ↪→ V × Y be the
embeddings.

Let us show that �(X, •) is exact on Modqc(DX). Let

0 −→ M1 −→ M2 −→ M3 −→ 0

be an exact sequence in Modqc(DX). Since π is smooth, the sequence

0 −→ π∗M1 −→ π∗M2 −→ π∗M3 −→ 0

is also exact. Hence we obtain the long exact sequence

0 → j∗π∗M1 → j∗π∗M2 → j∗π∗M3 → R1j∗π∗M1 → · · ·
in Modqc(DV ×Y ). On the other hand, the supports of the first cohomology sheaves∫ 1

j
π∗Mi = R1j∗π∗Mi (i = 1, 2, 3) are contained in Z. Therefore, by Kashiwara’s

equivalence (Theorem 1.6.1), there exists a unique DZ-module N ∈ Modqc(DZ)

such that

R1j∗π∗M1 �
∫ 0

k

N � C[∂0, ∂1, ∂2, . . . , ∂n] ⊗C N

As we have seen in Example 1.3.5 the action of DV on C[∂0, ∂1, ∂2, . . . , ∂n] ⊗C N

is given by xi(∂
k
j ⊗ u) = −kδij (∂k−1

j ⊗ u) (u ∈ N) for k ≥ 0 (δij is Kronecker’s
delta). So the Euler operator θ acts on it by

θ(∂α ⊗ u) = −(|α| + (n + 1))(∂α ⊗ u) (u ∈ N).

Hence the eigenvalues of the action of θ on �(V ×Y,
∫ 0

k
N) = �(V ×Y, R1j∗π∗M1)

are negative integers. Since V × Y is affine, �(V × Y, •) is an exact functor and we
get a long exact sequence
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0 −→ �(V × Y, j∗π∗M1) −→ · · · −→ �(V × Y, R1j∗π∗M1) −→ · · · .

Note that �(V × Y, j∗π∗Mi) = �(X̃, π∗Mi), and the eigenvalues of θ on
�(V × Y, R1j∗π∗M1) are negative integers. Hence taking the 0-eigenspaces of
θ in the above long exact sequence, we finally obtain the exact sequence

0 −→ γ (M1)(0) −→ γ (M2)(0) −→ γ (M3)(0) −→ 0

i.e.,

0 −→ �(X, M1) −→ �(X, M2) −→ �(X, M3) −→ 0.

The exactness of �(X, •) on Modqc(DX) is verified.
Let us show that �(X, M) = 0 for M ∈ Modqc(DX) implies M = 0. Assume

M 	= 0. As before, let us consider the eigenspace decomposition

�(X̃, π∗M) =
⊕
l∈Z

γ (M)(l)

with respect to the θ -action. Since M 	= 0 and X̃ → X is a smooth surjective
(hence, faithfully flat) morphism, we get π∗M 	= 0. As a consequence, there exists
an integer l0 ∈ Z satisfying γ (M)(l0) 	= 0. Assume l0 > 0, and take a section
u 	= 0 ∈ γ (M)(l0). If ∂iu = 0 for any i, then we get θu = 0 and it contradicts
our assumption l0 > 0. So for some i we should have 0 	= ∂iu ∈ γ (M)(l0−1).
By repeating this procedure, we can show �(X, M) � γ (M)(0) 	= 0. This is a
contradiction. Next assume l0 < 0, γ (M)(l0) 	= 0, and take a non-zero section
0 	= u ∈ γ (M)(l0). If xiu = 0 (0 ≤ i ≤ n), then supp u ⊂ Z and u should be zero
globally on X̃. This implies xiu ∈ γ (M)(l0+1) 	= 0 for some xi . We can repeat this
argument until we get �(X, M) � γ (M)(0) 	= 0. This is also a contradiction. Hence
we have M = 0. ��

1.7 A base change theorem for direct images

Let X be a topological space, Z a closed subset, and U = X \ Z the complementary
open subset of X. We denote by i : Z → X and j : U → X the embeddings

Z
i

↪−→ X
j←−↩ U.

Then for an injective sheaf F on X we get an exact sequence

0 −→ �Z(F ) −→ F −→ j∗j−1F −→ 0,

where �Z(F ) is the sheaf of sections of F supported by Z. Hence for any F˙ ∈
Db(CX), there exists a distinguished triangle

R�Z(F ·) −→ F · −→ Rj∗j−1F · +1−→ .

Considering this distinguished triangle in the case where X is a smooth algebraic
variety and F · ∈ Db(DX), we obtain the following.
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Proposition 1.7.1. Let X be a smooth algebraic variety and let Z be its closed subset.
Set U = X \ Z. Denote by i : Z → X and j : U → X the embeddings.

(i) For M · ∈ Db
qc(DX) we have a canonical distinguished triangle

R�Z(M ·) −→ M · −→
∫

j

j†M · +1−→ .

(ii) Assume that Z is smooth. Then for M · ∈ Db
qc(DU ) we have

i†
∫

j

M · = 0.

(iii) Assume that Z is smooth. Then for M · ∈ Db
qc(DX) we have

R�Z(M ·) �
∫

i

i†M ·.

Proof. We have {
Lj∗M · = j†M · = j−1M · (M · ∈ Db(DX)),∫

j
N · = Rj∗N · (N · ∈ Db(DU )).

Hence for M · ∈ Db(DX) we have Rj∗j−1M · � ∫
j

j†M ·. The assertion (i) is proved.
The statement (ii) follows from Lemma 1.5.17.
Let us show (iii). Since

∫
j

j†M · belongs to Db
qc(DX), we have R�Z(M ·) ∈

D
b,Z
qc (DX). Hence we obtain R�Z(M ·) � ∫

i
(i†R�Z(M ·)) by Corollary 1.6.2.

Therefore, it is sufficient to show i†R�Z(M ·) � i†M ·. It is seen by applying i† to
the distinguished triangle in (i) that this assertion is equivalent to i†Rj∗(j−1M ·) = 0.
This follows from (ii). ��
Remark 1.7.2. In some literature,

∫
j

j†M · is denoted by R�X|Z(M ·).

Now let us state our main theorem in this section.

Theorem 1.7.3 (Base change theorem). For two morphisms f : Y → X, g : Z →
X of algebraic varieties consider the fiber product (cartesian square)

YZ
g̃−−−−→ Y

f̃

⏐⏐	 ⏐⏐	f

Z
g−−−−→ X

(YZ := Y ×X Z). Assume that the four varieties X, Y , Z and YZ are smooth. Then
there exists an isomorphism

g†
∫

f

�
∫

f̃

g̃† : Db
qc(DY ) −→ Db

qc(DZ) (1.7.1)

of functors.
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Proof. We can decompose the morphism g : Z → X as g : Z ↪→ Z × X → X,
where Z ↪→ Z × X is the graph embedding of g and Z × X → X is the projection.
Hence by Proposition 1.5.11 it is enough to prove the theorem in the case where g is
a projection or a closed embedding (such that YZ is smooth).

(i) Let g = prX : Z = T × X → X be a projection (T is smooth). In this case
we have a cartesian square

T × Y
g̃−−−−→ Y

f̃

⏐⏐	 ⏐⏐	f

T × X
g−−−−→ X,

where g̃ = prY , f̃ = idT × f . Then for M · ∈ Db
qc(DY ) we have∫

f̃

g̃†M ·[− dim T ] �
∫

idT ×f

(OT � M ·) � OT �
∫

f

M · � g†
∫

f

M ·[− dim T ].

(ii) Let i = g : Z ↪→ X be a closed embedding such that YZ is smooth. Then we
have the two cartesian squares

YZ =f −1(Z)
ĩ−−−−→ Y

j̃←−−−− V = f −1(U)

f̃

⏐⏐	 f

⏐⏐	 h

⏐⏐	
Z

i−−−−→ X
j←−−−− U = X \ Z.

By Kashiwara’s equivalence we have i†
∫

i
� Id and hence∫

f̃

ĩ† � i†
∫

i

∫
f̃

ĩ† � i†
∫

f

∫
ĩ

ĩ†.

Hence the canonical morphism
∫

ĩ
ĩ† → Id (see Proposition 1.7.1) yields the morphism∫

f̃
ĩ† → i†

∫
f

. We need to show

i†
∫

f

∫
ĩ

ĩ†M · � i†
∫

f

M ·

for M · ∈ Dqc(DY ). Applying i†
∫

f
to the distinguished triangle∫

ĩ

ĩ†M · −→ M · −→
∫

j̃

j̃†M · +1−→

we see that our assertion is equivalent to i†
∫

f

∫
j̃

j̃†M · = 0. By i†
∫

f

∫
j̃

j̃†M · =
i†
∫

j

∫
h

j̃†M · this follows from Proposition 1.7.1 (ii). ��
Corollary 1.7.4. We keep the notation of Theorem 1.7.3. If g(Z) ∩ f (Y ) = ∅, then
we have

∫
f̃

g̃† = 0.
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Corollary 1.7.5 (Projection formula). Let f : X → Y be a morphism of smooth
algebraic varieties. Then for M ∈ Db

qc(DX), N ∈ Db
qc(DY ) we have∫

f

(M ⊗L
OX

Lf ∗N) �
(∫

f

M

)
⊗L

OY
N. (1.7.2)

Proof. Applying Theorem 1.7.3 to the cartesian square

X
(idX×f )◦�X−−−−−−−→ X × Y

f

⏐⏐	 ⏐⏐	f ×idY

Y
�Y−−−−→ Y × Y

we have∫
f

(M ⊗L
OX

Lf ∗N) �
∫

f

L((idX × f ) ◦ �X)∗(M � N) � L�∗
Y

∫
f ×idY

(M � N)

�
(∫

f

M

)
⊗L

OY
N.

The proof is complete. ��
Remark 1.7.6. It is not obvious whether the isomorphism (1.7.1) constructed in the
proof of Theorem 1.7.3 is actually canonical. Our proof of Theorem 1.7.3 only implies
that the canonicality is ensured when we restrict ourselves to the case g is a closed
embedding. In particular, the isomorphism (1.7.2) giving the projection formula is
canonical.
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Coherent D-Modules

As described in the introduction, any system of linear partial differential equations
can be considered as a coherent D-module. In this chapter we focus our attention
on coherent D-modules and study their basic properties. Among other things, for
a coherent DX-module M we define its characteristic variety as a subvariety of the
cotangent bundle T ∗X of X. This plays an important role for the geometric (or
microlocal) study of M .

2.1 Good filtrations

Recall that the ring DX has the order filtration {FiDX}i∈Z such that the associated
graded ring grF DX = ⊕∞

i=0 FiDX/Fi−1DX is naturally isomorphic to the sheaf
π∗OT ∗X of commutative rings consisting of symbols of differential operators, where
π : T ∗X → X denotes the cotangent bundle (see Section 1.1). By the aid of the
commutative approximation grF D of the non-commutative ring D, we will deduce
various results on D using techniques from commutative algebra (algebraic geome-
try).

We note that some of the results in this chapter can be formulated for more general
filtered rings, in which cases they are presented and proved in Appendix D. Hence
readers should occasionally consult Appendix D according to references to it in this
chapter.

Our first task is to give a commutative approximation of modules over D. Let M

be a DX-module quasi-coherent over OX. We consider a filtration of M by quasi-
coherent OX-submodules FiM (i ∈ Z) satisfying the conditions:⎧⎪⎪⎪⎨⎪⎪⎪⎩

FiM ⊂ Fi+1M,

FiM = 0 (i # 0),

M = ⋃
i∈Z FiM,

(Fj DX)(FiM) ⊂ Fi+j M.

In this case, we call (M, F ) a filtered DX-module; the module
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grF M :=
⊕
i∈Z

FiM/Fi−1M

obtained by F is a graded module over grF DX = π∗OT ∗X. This module is clearly
quasi-coherent over OX.

Proposition 2.1.1. Let (M, F ) be a filtered DX-module. Then the following condi-
tions are equivalent to each other:

(i) grF M is coherent over π∗OT ∗X.
(ii) FiM is coherent over OX for each i, and there exists i0 � 0 satisfying

(Fj DX)(FiM) = Fj+iM (j ≥ 0, i ≥ i0).

(iii) There exist locally a surjective DX-linear morphism � : D⊕m
X → M and integers

nj (j = 1, 2, . . . , m) such that

�(Fi−n1DX ⊕ Fi−n2DX ⊕ · · · ⊕ Fi−nmDX) = FiM (i ∈ Z).

Proof. By Proposition D.1.1 the conditions (i) and (iii) are equivalent. It is easily
checked that (iii) holds if and only if FiM is coherent over OX for each i and one
can find i0 as in (ii) locally on X. Then the global existence of i0 follows from this
since X is quasi-compact. ��

Definition 2.1.2. Let (M, F ) be a filtered DX-module. We say that F is a good
filtration of M if the equivalent conditions in Proposition 2.1.1 are satisfied.

Theorem 2.1.3.

(i) Any coherent DX-module admits a (globally defined) good filtration. Conversely,
a DX-module endowed with a good filtration is coherent.

(ii) Let F, F ′ be two filtrations of a DX-module M and assume that F is good. Then
there exists i0 � 0 such that

FiM ⊂ F ′
i+i0

M (i ∈ Z).

If, moreover, F ′ is also a good filtration, there exists i0 � 0 such that

F ′
i−i0

M ⊂ FiM ⊂ F ′
i+i0

M (i ∈ Z).

Proof. (i) By Corollary D.1.2 an object of Modqc(DX) is coherent if and only if it
admits a good filtration locally on X. Hence it is sufficient to show that any coherent
DX-module M admits a global good filtration. By Corollary 1.4.17 (i), M is generated
by a globally defined coherent OX-submodule M0. If we set FiM = (FiDX)M0
(i ∈ N), then this is a global good filtration of M . The statement (ii) follows from
Proposition D.1.3. ��
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2.2 Characteristic varieties (singular supports)

Let M be a coherent DX-module and choose a good filtration F on it (Theorem 2.1.3).
Let π : T ∗X → X be the cotangent bundle of X. Since we have grF DX � π∗OT ∗X,
the graded module grF M of M obtained by F is a coherent module over π∗OT ∗X by
Proposition 2.1.1. We call the support of the coherent OT ∗X-module

g̃rF M := OT ∗X ⊗π−1π∗OT ∗X
π−1(grF M)

the characteristic variety of M and denote it by Ch(M) (it is sometimes called the
singular support of M and denoted by SS(M)). As we see below Ch(M) does

not depend on the choice of a good filtration F on M . Since g̃rF M is a graded
module over the graded ring OT ∗X, Ch(M) is a closed conic (i.e., stable by the scalar
multiplication of complex numbers on the fibers) algebraic subset in T ∗X.

Let U be an affine open subset of X. Then T ∗U is an affine open subset of T ∗X

with coordinate algebra grF DU (U), and Ch(M)∩T ∗U coincides with the support of
the coherent OT ∗U -module associated to the finitely generated grF DU (U)-module
grF M(U). Hence in the notation of Section D.3 we have

Ch(M) ∩ T ∗U = {p ∈ T ∗U | f (p) = 0 (∀f ∈ JM(U))},
and its decomposition into irreducible components is given by

Ch(M) ∩ T ∗U =
⋃

p∈SS0(M(U))

{p ∈ T ∗U | f (p) = 0 (∀f ∈ p)}.

By Lemmas D.3.1 and D.3.3 we have the following.

Theorem 2.2.1.
(i) Let M be a coherent DX-module. Then the set Ch(M) does not depend on the

choice of a good filtration F .
(ii) For a short exact sequence

0 −→ M −→ N −→ L −→ 0

of coherent DX-modules, we have

Ch(N) = Ch(M) ∪ Ch(L).

By the above theorem, the characteristic variety is a geometric invariant of a
coherent D-module.

From now on we introduce the notion of the characteristic cycle, which is a finer
invariant of a coherent D-module (obtained by taking the multiplicities into account).

Let V be a smooth algebraic variety and assume that we are given a coherent
OV -module G. Then we can define an algebraic cycle Cyc G associated to G as
follows. Denote by I (supp G) the set of the irreducible components of the support
of G. Let C ∈ I (supp G). Take an affine open subset U of V such that C ∩ U = C,
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and denote the defining ideal of C ∩ U by pC ⊂ OU (U). Then we obtain a local ring
OU (U)pC

with maximal ideal pCOU (U)pC
and an OU (U)pC

-module G(U)pC
. Note

that OU (U)pC
and G(U)pC

do not depend on the choice of U (in scheme-theoretical
language they are the stalks of OV and G at the generic point of C). By a standard
fact in commutative algebra G(U)pC

is an artinian OU (U)pC
-module, and its length

mC(G) is defined. We call it the multiplicity of G along C. For an irreducible
subvariety C of V with C 	⊂ supp G we set mC(G) = 0. We call the formal sum

Cyc G :=
∑

C∈I (supp G)

mC(G)C

the associated cycle of G.
Let M be a coherent DX-module. By choosing a good filtration F of M we can

consider a coherent OT ∗X-module g̃rF M . By Lemma D.3.1 the cycle Cyc(g̃rF M)

does not depend on the choice of a good filtration F .

Definition 2.2.2. For a coherent DX-module M we define the characteristic cycle of
M by

CC(M) := Cyc(g̃rF M) =
∑

C∈I (Ch(M))

mC(g̃rF M)C,

where F is a good filtration of M . For d ∈ N we denote its degree d part by

CCd(M) :=
∑

C∈I (Ch(M))
dim C=d

mC(g̃rF M)C.

By Lemma D.3.3 we have the following.

Theorem 2.2.3. Let
0 −→ M −→ N −→ L −→ 0

be an exact sequence of coherent DX-modules. Then for any irreducible subvariety
C of T ∗X such that C ∈ I (Ch(N)) we have

mC(g̃rF N) = mC(g̃rF M) + mC(g̃rF L).

In particular, for d = dim Ch(N) we have

CCd(N) = CCd(M) + CCd(L).

Example 2.2.4. Let M be an integrable connection of rank r > 0. Set FiM = 0
(i < 0), FiM = M (i ≥ 0). Then F defines a good filtration on M and grF M � M �
Or

X holds locally. Moreover, since �X ⊂ Annπ∗OT ∗X
(grF M), we get Ch(M) =

T ∗
XX = s(X) � X (s : x �→ (x, 0), the zero-section of T ∗X) and CC(M) = r T ∗

XX.

Conversely, integrable connections are characterized by their characteristic vari-
eties as follows.
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Proposition 2.2.5. For a non-zero coherent DX-module M the following three con-
ditions are equivalent:

(i) M is an integrable connection.
(ii) M is coherent over OX.

(iii) Ch(M) = T ∗
XX � X (the zero-section of T ∗X).

Proof. Since the equivalence (i) ⇔ (ii) is already proved in Theorem 1.4.10 and (i)
⇒ (iii) is explained in Example 2.2.4, it remains to prove the part (iii) ⇒ (ii). Since
the problem is local, we may assume that X is an affine algebraic variety with a
local coordinate system {xi, ∂i}1≤i≤n. Then we have T ∗X = X × Cn. Assume that
Ch(M) = T ∗

XX. This means that for a good filtration F of M we have

√
AnnOX[ξ1,...,ξn](grF M) =

n∑
i=1

OX[ξ ] ξi .

Here we denote by ξi the principal symbol of ∂i , and we identify π∗OT ∗X with
OX[ξ1, . . . , ξn]. Now let us set I = ∑n

i=1 OX[ξ ] ξi . Since the ideal I is noetherian,
we have

Im0 ⊂ AnnOX[ξ1,...,ξn](grF M)

for m0 � 0. Since the set {ξα | |α| = m0} generates the ideal Im0 , we have

∂αFj M ⊂ Fj+m0−1M (|α| = m0).

On the other hand, since F is a good filtration, we have FiDX Fj M = Fi+j M

(j � 0). It follows that

Fm0+j M = (Fm0DX)(Fj M)

=
∑

|α|≤m0

OX∂αFj M

⊂ Fj+m0−1M (j � 0).

This means Fj+1M = Fj M = M (j � 0). Since each Fj M is coherent over OX,
M is also OX-coherent. ��
Exercise 2.2.6. For a coherent DX-module M = DXu � DX/I (I = AnnDX

u)
consider the good filtration FiM = (FiDX)u. If we define a filtration on I by
FiI := FiDX ∩ I , we have grF M � grF DX/ grF I . In this case, the graded ideal
grF I := ∑

i≥0 FiI/Fi−1I is generated by the principal symbols σ(P ) of P ∈ I .
Therefore, for an arbitrary chosen set {σ(Pi) | 1 ≤ i ≤ m } of generators of grF I , we
have I = ∑m

i=1 DXPi and

Ch(M) = { (x, ξ) ∈ T ∗X | σ(Pi)(x, ξ) = 0, 1 ≤ i ≤ m }.
However, for a set {Qi} of generators of I , the equality
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Ch(M) = { (x, ξ) | σ(Qi)(x, ξ) = 0, 1 ≤ i ≤ m}
does not always hold. In general, we have only the inclusion

Ch(M) ⊂ { (x, ξ) | σ(Qi)(x, ξ) = 0, 1 ≤ i ≤ m}.
Find an example so that this inclusion is strict.

Remark 2.2.7. In general, it is not easy to compute the characteristic variety of a given
coherent D-module as seen from Exercise 2.2.6. However, thanks to recent advances
in the theory of computational algebraic analysis we now have an effective algorithm
to compute their characteristic varieties. Moreover, we can now compute most of the
operations of D-modules by computer programs. For example, we refer to [Oa1],
[Oa2], [SST], [Ta]. It is also an interesting problem to determine various invariants of
special holonomic D-modules introduced in the theory of hypergeometric functions
of several variables (see [AK], [GKZ]).

2.3 Dimensions of characteristic varieties

One of the most fundamental results in the theory of D-modules is the following
result about the characteristic varieties of coherent D-modules.

Theorem 2.3.1. The characteristic variety of any coherent DX-module is involutive
with respect to the symplectic structure of the cotangent bundle T ∗X.

This result was first established by Sato–Kawai–Kashiwara [SKK] by an analytic
method. Different proofs were also given by Malgrange [Ma5], Gabber [Ga], and
Kashiwara–Schapira [KS2]. Here, we only note that in view of Lemma E.2.3 it is
a consequence of Gabber’s theorem (Theorem D.3.4), which is a deep result on a
certain class of filtered rings (the proof of Theorem D.3.4 is not given in this book).

An important consequence of Theorem 2.3.1 is the following result.

Corollary 2.3.2. Let M be a coherent DX-module. Then for any irreducible compo-
nent � of Ch(M) we have dim � ≥ dim X. In particular, we have dim Ch(M) ≥
dim X if M 	= 0.

Remark 2.3.3. Note that Corollary 2.3.2 is weaker than Theorem 2.3.1; however, the
weaker statement Corollary 2.3.2 is almost sufficient for arguments in this book. In
fact, we will need the stronger statement Theorem 2.3.1 (or rather its analytic counter-
part Theorem 4.1.3 below) only in the proof of Kashiwara’s constructibility theorem
for solutions of analytic holonomic D-modules (Theorem 4.6.3 below). Since we will
also present a proof of the corresponding fact for algebraic holonomic D-modules
due to Beilinson–Bernstein without using Theorem 2.3.1 (see Theorem 4.7.7 below),
the readers who are only interested in algebraic D-modules can skip Section 4.6.

In the rest of this section we will give a direct proof of Corollary 2.3.2 following
Kashiwara [Kas16].

We first establish the following result.
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Theorem 2.3.4. For any coherent DX-module M there exists a canonical filtration

0 = C2 dim X+1M ⊂ C2 dim XM ⊂ · · · ⊂ C1M ⊂ C0M = M

of M by coherent DX-modules such that any irreducible component of

Ch(CsM/Cs+1M)

is s-codimensional in T ∗X.

Proof. Let U be an affine open subset of X. We apply the result in Section D.5 to A =
DX(U). Then by Lemma D.5.1 and Theorem D.5.3, together with Proposition 1.4.13,
we obtain a filtration

0 = C2 dim X+1(M|U ) ⊂ C2 dim X(M|U ) ⊂ · · · ⊂ C0(M|U ) = M|U
of M|U by coherent DU -modules such that any irreducible component of
Ch(Cs(M|U )/Cs+1(M|U )) is s-codimensional in T ∗U . We see by the cohomo-
logical description of the filtration given in Proposition D.5.2 that it is canonical and
globally defined on X. ��
Lemma 2.3.5. Let S be a smooth closed subvariety of X and let M be a coherent
DS-module. Set N = ∫ 0

i
M , where i : S ↪→ X denotes the embedding. Let ρi :

S ×X T ∗X → T ∗S and let �i : S ×X T ∗X ↪→ T ∗X be natural morphisms induced
by i. Then we have

Ch(N) = �iρ
−1
i (Ch(M)).

Proof. Note that the problem is local on S. By induction on the codimension of S

one can reduce the problem to the case where S is a hypersurface of X (see Proposi-
tion 1.5.21 and Lemma 2.4.1 below). Assume that S is a hypersurface of X defined
by x = 0. Take a local coordinate {xi, ∂i}1≤i≤n of X such that x = x1 and set ∂ = ∂1.
Then we obtain a local identification N � C[∂] ⊗C i∗M (see Section 1.5). Take a
good filtration G of M such that G−1M = 0, and define a filtration F of N by

Fj N =
j∑

l=0

∑
k≤l

C∂k ⊗ i∗Gj−l (M).

Then F is a good filtration of N satisfying

Fj N/Fj−1N =
j⊕

l=0

C∂l ⊗ i∗(Gj−lM/Gj−l−1M).

Hence we have

grF N � C[ξ ] ⊗C grG M � (C[x, ξ ]/C[x, ξ ]x) ⊗C grG M,

where ξ is the principal symbol of ∂ . From this we easily see that

Ch(N) = supp g̃rF N = �iρ
−1
i (supp g̃rG M = �iρ

−1
i (Ch(M)).

The proof is complete. ��
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Proof of Corollary 2.3.2. By Theorem 2.3.4 we have only to show that

dim Ch(M) ≥ dim X

for any non-zero coherent DX-module M . We prove it by induction on dim X. It is
trivial in the case dim X = 0. Assume that dim X > 0. If supp M = X, then we have
Ch(M) ⊃ T ∗

XX, and hence dim Ch(M) ≥ dim T ∗
XX = dim X. Therefore, we may

assume from the beginning that supp M is a proper closed subset of X. By replacing
X with a suitable open subset (if necessary) we may further assume that supp M is
contained in a smooth hypersurface S in X. Let i : S → X be the embedding. By
Kashiwara’s equivalence there exists a non-zero coherent DS-module L satisfying
M = ∫ 0

i
L. Then by Lemma 2.3.5 we have Ch(M) = �iρ

−1
i (Ch(L)) and hence

dim Ch(M) = dim Ch(L) + 1. On the other hand, the hypothesis of induction
implies dim Ch(L) ≥ dim S = dim X − 1. It follows that dim Ch(M) ≥ dim S + 1
= dim X. ��
Definition 2.3.6. A coherent DX-module M is called a holonomic DX-module (or a
holonomic system, or a maximally overdetermined system) if it satisfies dim Ch(M) �
dim X.

By Theorem 2.3.1 characteristic varieties of holonomic D-modules are C×-
invariant Lagrangian subset of T ∗X.

Holonomic DX-modules are the coherent DX-modules whose characteristic va-
riety has minimal possible dimension dim X. Assume that the dimension of the
characteristic variety Ch(M) is “small.’’ This means that the ideal defining the cor-
responding system of differential equations is “large,’’ and hence the space of the
solutions should be “small.’’ In fact, we will see later that the holonomicity is related
to the finite dimensionality of the solution space.

Example 2.3.7. Integrable connections are holonomic by Proposition 2.2.5.

Example 2.3.8. The DX-module BY |X for a closed smooth subvariety Y of X is
holonomic (see Example 1.6.4). In this case the characteristic variety Ch(BY |X) is
the conormal bundle T ∗

Y X of Y in X.

2.4 Inverse images in the non-characteristic case

We have shown in Proposition 1.5.13 that the inverse image of a coherent D-module
with respect to a smooth morphism is again coherent; however, the inverse images
with respect to non-smooth morphisms do not necessarily preserve coherency as we
saw in Example 1.5.10. In this section we will give a sufficient condition on a coherent
D-module M so that its inverse image is again coherent.

For a morphism f : X → Y of smooth algebraic varieties there are associated
natural morphisms

T ∗X
ρf←−−−−− X ×Y T ∗Y

�f−−−−−→ T ∗Y.
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Note that if f is a closed embedding (resp. smooth), then ρf is smooth (resp. a closed
embedding) and �f is a closed embedding (resp. smooth). We set

T ∗
XY := ρ−1

f (T ∗
XX) ⊂ X ×Y T ∗Y.

When f is a closed embedding, T ∗
XY is the conormal bundle of X in Y .

The following is easily checked.

Lemma 2.4.1. Let f : X → Y and g : Y → Z be morphisms of smooth algebraic
varieties. Then we have the natural commutative diagram

T ∗X
ρf←−−−− X ×Y T ∗Y

ϕ←−−−− X ×Z T ∗Z

�f

⏐⏐	 ⏐⏐	ψ

T ∗Y ←−−−−
ρg

Y ×Z T ∗Z⏐⏐	�g

T ∗Z

such that ρf ◦ ϕ = ρg◦f , �g ◦ ψ = �g◦f , and the square in the right upper corner
is cartesian.

Definition 2.4.2. Let f : X → Y be a morphism of smooth algebraic varieties and
let M be a coherent DY -module. We say that f is non-characteristic with respect to
M if the condition

�−1
f (Ch(M)) ∩ T ∗

XY ⊂ X ×Y T ∗
Y Y

is satisfied.

Remark 2.4.3. We can easily show that if a closed embedding f : X ↪−→ Y is
non-characteristic with respect to a coherent DY -module M , then ρf

∣∣
�−1

f (Ch(M))
:

�−1
f (Ch(M)) −→ T ∗X is a finite morphism.

This definition is motivated by the theory of linear partial differential equations,
as we see below.

Example 2.4.4. Consider the case where f : X → Y is the embedding of a hyper-
surface. Then the conormal bundle T ∗

XY is a line bundle on X. Let P ∈ DY be a
differential operator of order m ≥ 0 and set M = DY /DY P . In this case Ch(M) is
exactly the zero set of the principal symbol σm(P ), and hence f is non-characteristic
with respect to the coherent DY -module M if and only if

(σm(P ))(ξ) 	= 0 (∀ξ ∈ T ∗
XY \ (the zero-section of T ∗

XY )).

Take a local coordinate {zi, ∂i}1≤i≤n of Y such that z1 is the defining equation of X,
and let (z1, . . . , zn; ζ1, . . . , ζn) be the corresponding coordinate of T ∗Y . Then the
condition can be written as
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σm(P )
(
0, z2, . . . , zn; 1, 0, . . . , 0)

) 	= 0 (∀(z2, . . . , zn)),

or equivalently as

∂m

∂ζm
1

σm(P )
(
0, z2, . . . , zn; 0, . . . , 0

) 	= 0 (∀(z2, . . . , zn)).

In the classical analysis, if this is the case, we say that Y is a non-characteristic
hypersurface of X with respect to the differential operator P .

Let us show that H 0(Lf ∗M) is a locally free DX-module of rank m. By definition
we have

H 0(Lf ∗M)

= (DY /z1DY ) ⊗
DY

(DY /DY P )

� DY /(z1DY + DY P ).

Set D′ = ∑
(j2,...,jn) OY ∂

j2
2 . . . ∂

jn
n ⊂ DY . By the above consideration we may

assume that P is of the form

P = ∂m
1 +

m−1∑
i=0

Pi∂
i
1 (Pi ∈ D′).

We will show that

D⊕m
X −−−→ DY /(z1DY + DY P )�� ��

(Q0, Q1, . . . , Qm−1) �−→
m−1∑
j=0

Qj ∂
j

1

is an isomorphism of DX-modules. For this we have only to show that for any R ∈ DY

there exist uniquely Q ∈ DY and R0, . . . , Rm−1 ∈ D′ satisfying

R = QP +
m−1∑
j=0

Rj ∂
j

1 .

Note that DY = ⊕∞
j=0 D′∂j

1 . Hence we can write uniquely that

R =
p∑

j=0

Sj ∂
j

1 (Sj ∈ D′).

If p ≥ m, then R − Sp∂
p−m

1 P ∈ ∑p−1
j=0 D′∂j

1 . Hence we obtain the existence of
Q and R0, . . . , Rm−1 as above by induction on p. In order to show uniqueness it
is sufficient to show that DY P ∩ (

∑m−1
j=0 D′∂j

1 ) = 0. Assume that for Q ∈ DY we

have QP ∈ ⊕m−1
j=0 D′∂j

1 . If Q 	= 0, we can write Q = ∑p

j=0 Tj ∂
j
i (Tj ∈ D′) with

Tp 	= 0. Then we have QP ∈ Tp∂
m+p

1 +∑m+p−1
j=0 D′∂j

1 . This is a contradiction.
Hence we have Q = 0.
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Example 2.4.5. A smooth morphism f : X → Y is non-characteristic with respect
to any coherent DY -module.

The aim of this section is to prove the following.

Theorem 2.4.6. Let f : X → Y be a morphism of smooth algebraic varieties and let
M be a coherent DY -module. Assume that f is non-characteristic with respect to M .

(i) Hj (Lf ∗M) = 0 for ∀j 	= 0.
(ii) H 0(Lf ∗M) is a coherent DX-module.

(iii) Ch(H 0(Lf ∗M)) ⊂ ρf �−1
f (Ch M).

For the proof we need the following.

Lemma 2.4.7. Let f : X → Y be an embedding of a hypersurface and let M be a
coherent DY -module. Assume that f is non-characteristic with respect to M . Then
for any u ∈ M there exists locally a differential operator P ∈ DY such that Pu = 0
and f is non-characteristic with respect to DY /DY P . In particular, there exists
locally an exact sequence

r⊕
i=1

DY /DY Pi → M → 0,

where f is non-characteristic with respect to DY /DY Pi for any i.

Proof. It follows from Ch(DY u) ⊂ Ch(M) that f is also non-characteristic with
respect to the DY -submodule DY u of M . Note that Ch(DY u) is the zero-set of grF I

for I = {Q ∈ DY | Qu = 0}. Since T ∗
XY is a line bundle on X, there exists locally

P ∈ I such that f is non-characteristic with respect to DY /DY P . ��
Proof of Theorem 2.4.6.
(Step 1) We first consider the case when X is a hypersurface {z1 = 0} of Y .

Let us show (i). Since Lf ∗M ∈ Db(DX) is represented by the complex

f −1M
z1−→ f −1M

concentrated in degrees −1 and 0, it suffices to show that f −1M
z1−→ f −1M is

injective. Assume that u ∈ M satisfies z1(f −1u) = 0. By Lemma 2.4.7 there exists
P ∈ DY such that Pu = 0 and f is non-characteristic with respect to DY /DY P .
Then P ∈ DY is a differential operator of the form in Example 2.4.4. Let m ≥ 0 be
the order of P and set adz1(P ) = [z1, P ] = z1P − Pz1 ∈ DY . Then adm

z1
(P ) ∈ DY

is a multiplication by an invertible function. Hence from adm
z1

(P )u = 0 we obtain
u = 0. The assertion (i) is proved.

Let us show (ii) and (iii). Take a good filtration F of M . Then grF M is a coherent
grF DY -module such that the support of the associated coherent OT ∗Y -module

g̃rF M := OT ∗Y ⊗
π−1

Y grF DY
π−1

Y (grF M)
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is Ch(M), where πY : T ∗Y → Y denotes the projection. We set N = f ∗M

(= H 0(Lf ∗M)) and define a filtration F of N by

FiN = Im(f ∗FiM → f ∗M).

It is sufficient to show that grF N is a coherent grF DX-module such that the support
of the associated coherent OT ∗X-module

g̃rF N := OT ∗X ⊗
π−1

X grF DX
π−1

X (grF N)

is contained in ρf �−1
f (Ch(M)). Note that we have a canonical epimorphism

f ∗ grF M → grF N . Set

˜f ∗ grF M := OT ∗X ⊗
π−1

X grF DX
π−1

X (f ∗ grF M).

Since f is non-characteristic with respect to M , we have that the restriction

�−1
f (supp g̃rF M) −→ T ∗X of ρf to �−1

f (supp g̃rF M) is a finite morphism. Hence
it follows from a standard fact in algebraic geometry that

˜f ∗ grF M = (ρf )∗� ∗
f g̃rF M.

In particular, ˜f ∗ grF M is a coherent OT ∗X-module whose support is contained in

ρf �−1
f (Ch(M)). The coherence of ˜f ∗ grF M over OT ∗X implies the coherence of

f ∗ grF M over grF DX. It remains to show that grF N is a coherent grF DX-module.
Since f ∗ grF M is a coherent grF DX-module, it is sufficient to show that FiN is
coherent over OX for each i (see Proposition 2.1.1). This follows from the definition
of FiN since f ∗FiM is coherent and f ∗M is quasi-coherent over OX.

(Step 2) We treat the case when f : X −→ Y is a general closed embedding. We
can prove the assertion by induction on the codimension of X using Lemma 2.4.1 as
follows (details are left to the readers). The case when codimY X = 1 was treated in
Step 1. In the general case, we can locally factorize f : X ↪−→ Y as a composite

of X
g

↪−→ Z
h

↪−→ Y where g and h are closed embeddings of smooth varieties with
codimZ X, codimY Z < codimY X. Lemma 2.4.1 and our assumption on M implies
that there exists an open neighborhood U of X in Z satisfying �−1

h (Ch(M))∩T ∗
U Y ⊂

U ×Y T ∗
Y Y . Hence we may assume that Z is non-characteristic with respect to M

from the beginning. Then by our hypothesis of induction we have Hi(Lh∗M) = 0 for
i 	= 0 and L = H 0(Lh∗M) is a coherent DZ-module with Ch(L) ⊂ ρh�−1

h (Ch(M)).
We easily see by Lemma 2.4.1 that g is non-characteristic with respect to L. Hence
by our hypothesis of induction we have Hi(Lf ∗M) = Hi(Lg∗L) = 0 for i 	= 0 and
H 0(Lf ∗M) = H 0(Lg∗L) is a coherent DX-module satisfying

Ch(H 0(Lf ∗M)) = Ch(H 0(Lg∗L)) ⊂ ρg�−1
g (Ch(L))

⊂ ρg�−1
g ρh�−1

h (Ch(M)) = ρf �−1
f (Ch(M)).
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(Step 3) If f : X = Y × Z −→ Y is the first projection, then the assertions follows
easily from the isomorphism Lf ∗M � M � OZ .

(Step 4) To handle the case of a general morphism f : Y −→ X, we may factorize f

as Y
g−→ Y × X

p−→ X, where g is the graph embedding defined by y �→ (y, f (y))

and p is the second projection. Then the result follows from Step 2 and Step 3 by
using Lemma 2.4.1 and the arguments similar to those in Step 2. ��
Remark 2.4.8. Under the assumption of Theorem 2.4.6 it is known that we have
actually

Ch(H 0(Lf ∗M)) = ρf �−1
f (Ch(M))

(see [Kas8] and [Kas18]).

2.5 Proper direct images

In this section we show the following.

Theorem 2.5.1. Let f : X → Y be a proper morphism. Then for an object M˙ in
Db

c (DX) the direct image
∫

f
M˙ belongs to Db

c (DY ).

Proof. Since we assumed that X and Y are quasi-projective, f is a projective mor-
phism. Namely, f is factorized as

X
i

↪−→ Y × Pn p−→ Y

by a closed embedding i (i(x) = (f (x), j (x)), j : X ↪→ Pn) and a projection
p = prY to Y . Hence it is enough to prove our theorem for each case.

(i) The case of closed embeddings i : X ↪→ Y : The problem being local on Y ,
we may take a free resolution F · � M · of M · ∈ Db

c (DX) such that each term F j is
isomorphic to D

nj

X . Using the exactness of the functor
∫

i
we have only to prove the

coherence of
∫

i
DX over DY . We see by∫

i

DX = i∗(DY←X ⊗DX
DX) = i∗(i−1(DY ⊗OY

�⊗−1
Y ) ⊗i−1OY

�X)

= DY ⊗OY
(�⊗−1

Y ⊗OY
i∗�X)

that
∫

i
DX is locally isomorphic to DY /DY IX where IX ⊂ OY is the defining ideal

of X. In particular, it is coherent.
(ii) The case of projections p : X = Y ×Pn → Y : Since the problem is local on Y ,

we may assume that Y is an affine variety. By Theorem 1.6.5 and Proposition 1.4.13
there exists a resolution F · � M · of M · in Db

c (DX), where F · is a bounded complex
of DX-modules such that each term F j of F · is a direct summand of a free DX-module
of finite rank. Then it is sufficient to show

∫
p

F j ∈ Db
c (DY ) for any j . Assume that

F j is a direct summand of Dn
X. Then

∫
p

F j ∈ Db
qc(DY ) is a direct summand of∫

p
Dn

X. Hence it is enough to show
∫

p
DX ∈ Db

c (DY ). By
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DY←X = �Y×Pn ⊗OY×Pn p∗(DY ⊗OY
�⊗−1

Y

) � DY � �Pn ,

we have∫
p

DX = Rp∗(DY←X ⊗L
DX

DX) � Rp∗(DY � �Pn) � DY ⊗C R�(Pn, �Pn).

Now we recall that the only non-vanishing cohomology group of R�(Pn, �Pn)

is Hn(Pn, �Pn) � C. Therefore, we get that R�(Pn, �Pn) � C[−n] and∫
p

DX � DY [−n]. ��
Remark 2.5.2. Under the assumption of Theorem 2.5.1 it is known that we have

Ch
(∫

f

M ·) ⊂ �f ρ−1
f (Ch(M ·)).

As we saw in Lemma 2.3.5 the equality holds in the case where f is a closed embed-
ding. The proof for the general case is more involved.

2.6 Duality functors

We first try to find heuristically a candidate for the “dual’’ of a left D-module. Let
M be a left DX-module. Then HomDX

(M, DX) is a right DX-module by right
multiplication of DX on DX. By the side-changing functor ⊗OX

�⊗−1
X we obtain a

left DX-module HomDX
(M, DX) ⊗OX

�⊗−1
X . Since the functor HomDX

(•, DX) is
not exact, it is more natural to consider the complex RHomDX

(M, DX) ⊗OX
�⊗−1

X

of left DX-modules. In order to judge which cohomology group of this complex
deserves to be called “dual,’’ let us consider the following example. Let X = C
(or an open subset of C) and M = DX/DXP (P 	= 0). By applying the functor
HomDX

(•, DX) to the exact sequence

0 −→ DX
×P−→ DX −→ M −→ 0

of left DX-modules we get an exact sequence

0 −→ HomDX
(M, DX) −→ DX

P×−→ DX

(note HomDX
(DX, DX) � DX). Hence in this case, we have

Ext0
DX

(M, DX) = HomDX
(M, DX) = Ker(P : DX → DX) = 0

and the only non-vanishing cohomology group is the first one

Ext1
DX

(M, DX) � DX/PDX.

The left DX-module obtained by the side changing ⊗ �⊗−1
X is isomorphic to
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Ext1
DX

(M, DX) ⊗OX
�⊗−1

X � DX/DXP ∗,

where P ∗ is the formal adjoint of P . From this calculation, we see that Ext1 is
more suited than Ext0 to be called “dual’’ of M . More generally, if n = dim X

and M is a holonomic DX-module, then we can (and will) prove that only the
term Extn

DX
(M, DX) survives and the resulting left DX-module Extn

DX
(M, DX)⊗OX

�⊗−1
X is also holonomic. Hence the correct definition of the dual DM of a holonomic

DX-module M is given by DM = Extn
DX

(M, DX)⊗OX
�⊗−1

X . For a non-holonomic
DX-module one may have other non-vanishing cohomology groups, and hence the
duality functor should be defined as follows for the derived categories.

Definition 2.6.1. We define the duality functor D = DX : D−(DX) → D+(DX)op by

DM · := RHomDX
(M ·, DX) ⊗OX

�⊗−1
X [dim X]

= RHomDX
(M ·, DX ⊗OX

�⊗−1
X [dim X]) (M˙ ∈ D−(DX)).

We use the following notation since shifts of complexes by dimensions of varieties
will often appear in the subsequent parts.

Notation 2.6.2. For an algebraic variety X we denote its dimension dim X by dX.

Example 2.6.3. We have

Hk(DDX) =
{

DX ⊗OX
�⊗−1

X (k = −dX),

0 (k 	= −dX).

Lemma 2.6.4. Let M be a coherent DX-module. Then for any affine open subset U

of X we have

(Exti
DX

(M, DX))(U) = ExtiDX(U)(M(U), DX(U)).

Proof. Take a resolution P· → M|U of M|U by free DU -modules of finite rank.
Since U is affine, P·(U) → M(U) gives a resolution of M(U) by free
DX(U)-modules of finite rank. By definition we have (Exti

DX
(M, DX))(U) =

(H i(HomDU
(P·, DU )))(U). Set L· = HomDU

(P·, DU ). Since U is affine and
L· is a complex of coherent right DU -modules, we have Hi(L·)(U) = Hi(L·(U))

(see Remark 1.4.5 (ii)). Moreover, we have

L·(U) = HomDU
(P·, DU ) = HomDX(U)(P·(U), DX(U)).

Here, the first equality is obvious, and the second equality follows easily from the
fact that P · is a complex of free DU -modules (or one can use the D-affinity of U ).
Therefore, we obtain

(Exti
DX

(M, DX))(U) = Hi(HomDX(U)(P·(U), DX(U)))

= ExtiDX(U)(M(U), DX(U)).

The proof is complete. ��
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Proposition 2.6.5.
(i) The functor D sends Db

c (DX) to Db
c (DX)op.

(ii) D2 � Id on Db
c (DX).

Proof. (i) We may assume that M · = M ∈ Modc(DX). Then we see from (the proof
of) Lemma 2.6.4 that Hi(DM) ∈ Modc(DX) for any i. The boundedness of DM

also follows from Lemma 2.6.4 and Proposition 1.4.6 (ii).
(ii) We first construct a canonical morphism M · → D2M · for M · ∈ Db(DX).

First note that

D2M · � RHomD
op
X

(RHomDX
(M ·, DX), DX),

where RHomDX
(M ·, DX) and DX are regarded as objects of Db(D

op
X ) (complexes

of right DX-modules) by the right multiplication of DX on DX, and the left DX-
action on the right-hand side is induced from the left multiplication of DX on DX.
Set H · = RHomDX

(M ·, DX). By applying H 0(R�(X, •)) to

RHomDX⊗CD
op
X

(M · ⊗C H ·, DX) � RHomDX
(M ·, RHomD

op
X

(H ·, DX)),

we obtain

HomDX⊗CD
op
X

(M · ⊗C H ·, DX) � HomDX
(M ·, RHomD

op
X

(H ·, DX)).

Hence the canonical morphism M · ⊗C H ·(= M · ⊗C RHomDX
(M ·, DX)) → DX in

Db(DX ⊗C D
op
X ) gives rise to a canonical morphism

M · → RHomD
op
X

(H ·, DX)(= D2M)

in Db(DX). It remains to show that M · → D2M · is an isomorphism for M · ∈
Db

c (DX). Since the question is local, we may assume that X is affine. Then we can
replace M · with DX by Proposition 1.4.13 (see the proof of Theorem 2.5.1). In this
case the assertion is clear. ��
Corollary 2.6.6. D is fully faithful on Db

c (DX).

The following theorem gives an estimate for the dimensions of the characteristic
varieties Ch(H i(DM)) for M ∈ Modc(DX).

Theorem 2.6.7. Let X be a smooth algebraic variety and M a coherent DX-module.

(i) codimT ∗X Ch(Exti
DX

(M, DX) ⊗OX
�⊗−1

X ) ≥ i.

(ii) Exti
DX

(M, DX) = 0 (i < codimT ∗X Ch(M)).

This theorem is a consequence of Theorem D.4.3 and Lemma 2.6.4.

Corollary 2.6.8. Let M be a coherent DX-module.

(i) Hi(DM) = 0 unless −(dX − codimT ∗X Ch(M)) ≤ i ≤ 0.
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(ii) codimT ∗X Ch(H i(DM)) ≥ dX + i.
(iii) M is holonomic if and only if Hi(DM) = 0 (i 	= 0).
(iv) If M is holonomic, then DM � H 0(DM) is also holonomic.

Proof. The statements (i) and (ii) are just restatements of Theorem 2.6.7. The state-
ment (iv) and the “only if’’ part of (iii) follows from (i), (ii) and Corollary 2.3.2.
Let us show the “if’’ part of (iii). Assume that Hi(DM) = 0 (i 	= 0), i.e.,
DM � H 0(DM). Set M∗ = H 0(DM). Then we have DM∗ = D2M � M and
H 0(DM∗) � M by the preceding result D2 = Id. On the other hand by (ii) we have
codim Ch(H 0(DM∗)) ≥ dX, and hence DM∗ � M is a holonomic DX-module. ��
Example 2.6.9. Let X = C and Y = {0}. Then we have BY |X � DX/DXx, where x

is the coordinate of X. Hence by the first part of this section we have

DBY |X � DX/DXx � BY |X.

More generally, we have DBY |X � BY |X for any smooth closed subvariety Y of a
smooth variety X. This follows from Example 2.6.10, Theorem 2.7.2 below and
BY |X = ∫

i
OY , where i : Y → X is the embedding.

Example 2.6.10. Let M be an integrable connection. Then by Proposition 1.2.9,
HomOX

(M, OX) is a left DX-module (an integrable connection). Let us show that

DM � HomOX
(M, OX).

First consider the locally free resolution

0 → DX ⊗OX

dX∧
�X → · · · → DX ⊗OX

�X → DX → OX → 0

of OX given in Lemma 1.5.27. Since M is locally free over OX, DX ⊗OX∧·
�X ⊗OX

M is a locally free resolution of M . Using this resolution we can

calculate Ext
dX

DX
(M, DX) by the complex

· · · → HomD

(
D ⊗O

dX−1∧
� ⊗O M, D

)
→ HomD

(
D ⊗O

dX∧
� ⊗O M, D

)
→ 0−→ �

−→ �

HomO
(dX−1∧

� ⊗O M, D
)

−→ HomO
(dX∧

� ⊗O M, D
)

−→ �

−→ �
HomO

(
M, �dX−1 ⊗O D

) δ−→ HomO
(
M, �dX ⊗O D

)
.

On the other hand since M is locally free over OX, we have an exact sequence

HomO(M, �dX−1 ⊗O D)
δ→ HomO(M, �dX ⊗O D) → HomO(M, �dX) → 0

of right DX-modules. Hence as a right DX-module we have
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Ext
dX

D (M, D) � HomO(M, �dX).

Passing to a left DX-module by the side-changing functor, we finally obtain

DM � HomO(M, �dX) ⊗O (�dX)⊗−1 � HomO(M, O).

Theorem 2.6.11.
(i) The rings DX(U) and DX,x , where U is an affine open subset of U and x is a

point of X, have left and right global dimensions dX.
(ii) Any M ∈ Modqc(DX) admits a resolution

0 −→ PdX
−→ · · · −→ P1 −→ P0 −→ M −→ 0

of length dX by locally projective DX-modules. If M ∈ Modc(DX), we can take
all Pi’s to be of finite rank.

Proof. (i) Since the category of right D-modules is equivalent to that of left D-
modules we only need to show the statement for left global dimensions. Since
DX(U) is a left noetherian ring with finite left global dimension, its left global dimen-
sion coincides with the largest integer m such that there exists a finitely generated
DX(U)-module M satisfying ExtmDX(U)(M, DX(U)) 	= 0. By Theorem 2.6.7 we

have ExtiDX(U)(M, DX(U)) = 0 for any finitely generated DX(U)-module M and

i > dX. Moreover, by Example 2.6.10 ExtdX

DX(U)(OX(U), DX(U)) = �X(U) 	= 0.
Hence the left global dimension of DX(U) is exactly dX. The statement for DX,x

follows from this.
(ii) follows from (i) and the proof of Corollary 1.4.20 (ii).

We note the following basic result, which is a consequence of Proposition D.4.2.

Proposition 2.6.12. Let X be a smooth algebraic variety and M a coherent DX-
module. Then we have

Ch(M) =
⋃

0≤i≤dX

Ch(Exti
DX

(M, DX) ⊗OX
�⊗−1

X ).

In particular, if M is holonomic, then the characteristic varieties of M and its dual
DM are the same.

In the rest of this section we give a description of RHomDX
(M ·, N ·) for M · ∈

Db
c (DX), N · ∈ Db(DX) in terms of the duality functor.

Lemma 2.6.13. For M · ∈ Db
c (DX) and N · ∈ Db(DX), we have

RHomDX
(M ·, N ·) � RHomDX

(M ·, DX) ⊗L
DX

N ·.

Proof. Note that there exists a canonical morphism

RHomDX
(M ·, DX) ⊗L

DX
N · → RHomDX

(M ·, N ·).

Hence we may assume that M · = DX. In this case the assertion is obvious since both
sides are isomorphic to N ·. ��
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Proposition 2.6.14. For M · ∈ Db
c (DX), N · ∈ Db(DX) we have isomorphisms

RHomDX
(M ·, N ·) � (�X ⊗L

OX
DXM ·) ⊗L

DX
N ·[−dX]

� �X ⊗L
DX

(DXM · ⊗L
OX

N ·)[−dX]
� RHomDX

(OX, DXM · ⊗L
OX

N ·) (2.6.1)

in Db(CX). In particular, we have

RHomDX
(OX, N ·) � �X ⊗L

DX
N ·[−dX] (2.6.2)

for N · ∈ Db(DX).

Proof. We first show (2.6.2). By Lemma 2.6.13 we may assume that N · = DX. In
this case we have

RHomDX
(OX, DX)

�
⎡⎣HomDX

⎛⎝DX ⊗OX

0∧
�X, DX

⎞⎠ → · · · → HomDX

⎛⎝DX ⊗OX

dX∧
�X, DX

⎞⎠⎤⎦
�
⎡⎣HomOX

⎛⎝ 0∧
�X, DX

⎞⎠ → · · · → HomOX

⎛⎝dX∧
�X, DX

⎞⎠⎤⎦
�
⎡⎣ 0∧

�1
X ⊗OX

DX → · · · →
dX∧

�1
X ⊗OX

DX

⎤⎦
� �X[−dX]

by Lemma 1.5.27. The isomorphism (2.6.2) is proved. Let us show (2.6.1). We have

RHomDX
(M ·, N ·) � RHomDX

(M ·, DX) ⊗L
DX

N ·

� (�X ⊗L
OX

DXM ·) ⊗L
DX

N ·[−dX]

by Lemma 2.6.13. The second and the third isomorphisms follow from Proposi-
tion 1.5.19 and (2.6.2), respectively. ��

Applying R�(X, •) to (2.6.1), we obtain the following.

Corollary 2.6.15. Let p : X → pt be the projection to a point. Then for M˙ ∈
Db

c (DX) and N˙ ∈ Db(DX) we have isomorphisms

R HomDX
(M ·, N ·) �

∫
p

(
DXM · ⊗L

OX
N ·) [−dX]

� R HomDX
(OX, DXM · ⊗L

OX
N ·).
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2.7 Relations among functors

2.7.1 Duality functors and inverse images

The main result in this subsection is the following.

Theorem 2.7.1. Let f : X → Y be a morphism of smooth algebraic varieties, and
let M be a coherent DY -module.

(i) Assume Lf ∗M ∈ Db
c (DX). Then there exists a canonical morphism

DX(Lf ∗M) → Lf ∗(DY M).

(ii) Assume that f is non-characteristic with respect to M (hence Lf ∗M = f ∗M

and f ∗M is coherent by Theorem 2.4.6). Then we have

DX(Lf ∗M) � Lf ∗(DY M).

Proof. (i) By Proposition 2.6.14 and Proposition 1.5.18 (ii) we have a sequence

HomDb(DY )(M, M)

� HomDb(DY )(OY , DY M ⊗L
OY

M)

→ HomDb(DX)(Lf ∗OY , Lf ∗(DY M) ⊗L
OX

Lf ∗M)

� HomDb(DX)(OX, Lf ∗M ⊗L
OX

Lf ∗(DY M))

� HomDb(DX)(DX(Lf ∗M), Lf ∗(DY M))

of morphisms, and hence we obtain a canonical morphism

DX(Lf ∗M) → Lf ∗(DY M)

as the image of idM .
(ii) By using the decomposition of f into a composite of the graph embedding

X → X × Y and the projection X × Y → Y we may assume that f is either a closed
embedding or a projection.

Assume that f : X = T ×Y → Y is the projection. Since the question is local on
Y , we may assume that Y is affine. In this case we may further assume that M = DY .
Then we have

DX(Lf ∗DY ) � DX(OT � DY ) � OT � (DY ⊗OY
�⊗−1

Y )[dY ] � Lf ∗(DY DX).

Assume that f : X → Y is a closed embedding. In this case we may assume
that f is an embedding of a hypersurface (see the proof of Theorem 2.4.6). By
Lemma 2.4.7 we may further assume that M = DY /DY P . Choose a local coordinate
{zi, ∂i}1≤i≤n as in Example 2.4.4. Then we have DY M � DY /DY P ∗[dY − 1] =
DY /DY P ∗[dX], where P ∗ is the formal adjoint of P with respect to the chosen
coordinate (see Section 2.6). Denote by m the order of the differential operator P .
By Example 2.4.4 we have

DX(Lf ∗M) � DX(D⊕m
X ) � D⊕m

X [dX], Lf ∗(DY M) � D⊕m
X [dX].

The proof that the canonical morphism DX(Lf ∗DX) → Lf ∗(DY M) is actually an
isomorphism is left to the readers. ��
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2.7.2 Duality functors and direct images

In this section we will prove the commutativity of duality functors with proper direct
images.

Let f : X → Y be a proper morphism of smooth algebraic varieties. We first
construct a morphism

Trf :
∫

f

OX[dX] −→ OY [dY ]

in Db
c (DY ) (dX = dim X, dY = dim Y ), which is called the trace map of f . In the

case of analytic D-modules, this morphism can be constructed using resolutions by
currents (Schwartz distributions) (Morihiko Saito, Kashiwara, Schneiders [Sch] or
see [Bj2, p. 120]). In our situation dealing with algebraic D-modules we decompose
f into a composite of a closed embedding and a projection and construct the trace
map in each case.

First, assume that i : X ↪→ Y is a closed embedding. By applying the canonical
morphism

∫
i
i† → Id to OY we get a morphism

∫
i
i†OY → OY in Db

c (DY ). By
i†OY = i∗OY [dX −dY ] = OX[dX −dY ] it gives

∫
i
OX[dX −dY ] → OY . We obtain

the required morphism Tri after taking the shift [dY ].
Next consider the case of a projection X = Pn × Y → Y . By OX = OPn � OY

the problem is reduced to the case where Y consists of a single point. So let us only
consider the case p : Pn → pt, where pt denotes the algebraic variety consisting of
a single point. In this case

∫
p

OPn is given by

R�
(
Pn,

[
OPn → �1

Pn → · · · → �n
Pn

])
.

Hence there exist isomorphisms

H 0
(∫

p

OPn [n]
)

� τ�0
(∫

p

OPn [n]
)

� Hn
(
Pn, �Pn

)
(use the Hodge spectral sequence). Using the canonical isomorphism

Hn
(
Pn, �Pn

) � C

given by the standard trace morphism in algebraic geometry, we obtain the desired
morphism ∫

p

OPn [n] −→ τ�0
(∫

p

OPn [n]
)

� C = Opt.

Let f : X → Y be a general proper morphism of smooth algebraic varieties. We
can decompose f into a composite of a closed embedding i : X → Pn × Y and the
projection p : Pn × Y → Y . Then the trace morphism

Trf :
∫

f

OX[dX] −→ OY [dY ]
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is defined as the composite of∫
f

OX[dX] =
∫

p

∫
i

OX[dX] −→
∫

p

OPn×Y [dY + n] −→ OY [dY ].

One can show that the trace morphism Trf does not depend on the choice of the
decomposition f = p ◦ i and that it is functorial in the sense that for two proper
morphisms f : X → Y and g : Y → Z we have Trg◦f = Trg ◦ ∫

g
Trf . We omit the

details.
The main result in this section is the following.

Theorem 2.7.2. Let f : X → Y be a proper morphism. Then we have a canonical
isomorphism ∫

f

DX
∼−→ DY

∫
f

: Db
c (DX) −→ Db

c (DY )

of functors.

Proof. We first construct a canonical morphism
∫

f
DX → DY

∫
f

of functors. Let

M · ∈ Db
c (DX). By∫

f

DXM = Rf∗(RHomDX
(M ·, DX) ⊗L

DX
DX→Y ) ⊗L

OY
�⊗−1

Y [dX]

= Rf∗(RHomDX
(M ·, DX→Y )) ⊗L

OY
�⊗−1

Y [dX],
DY

∫
f

M = RHomDY

(∫
f

M ·, DY

)
⊗L

OY
�⊗−1

Y [dY ],

it is sufficient to construct a canonical morphism

�(M ·) : Rf∗(RHomDX
(M ·, DX→Y [dX])) → RHomDY

(∫
f

M ·, DY [dY ]
)

in Db
c (D

op
Y ). By the projection formula (Corollary 1.7.5) we have∫

f

DX→Y [dX] =
∫

f

Lf ∗DY [dX] �
∫

f

OX[dX] ⊗L
OY

DY

and hence the trace morphism Trf induces a canonical morphism∫
f

DX→Y [dX] → DY [dY ].

Using this �(M ·) is defined as the composite of

Rf∗(RHomDX
(M ·, DX→Y [dX]))

→ Rf∗RHomf −1DY
(DY←X ⊗L

DX
M ·, DY←X ⊗L

DX
DX→Y [dX]))

→ RHomDY
(Rf∗(DY←X ⊗L

DX
M ·), Rf∗(DY←X ⊗L

DX
DX→Y )[dX])
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= RHomDY

(∫
f

M ·,
∫

f

DX→Y [dX]
)

→ RHomDY

(∫
f

M ·, DY [dY ]
)
.

It remains to prove that �(M ·) is an isomorphism for any M ·. By decomposing
f into a composite of a closed embedding and a projection we may assume from
the beginning that f is either a closed embedding i : X ↪→ Y or a projection
p : X = Pn ×Y → Y . In each case there exists locally on Y a resolution F · � M · of
M · in Db

c (DX), where F · is a bounded complex of DX-modules such that each term
F j of F · is a direct summand of a free DX-module of finite rank. This is obvious in
the case of a closed embedding. In the case of a projection this is a consequence of
Theorem 1.6.5 and Proposition 1.4.13. Therefore, we may assume from the beginning
that M · = DX (see the proof of Theorem 2.5.1).

Let i : X ↪→ Y be a closed embedding. In this case �(DX) is given by the
composite of

i∗(RHomDX
(DX, i∗DY )[dX]

� RHomDY

(∫
i

DX,

∫
i

i∗DY

)
[dX]

= RHomDY

(∫
i

DX,

∫
i

i†DY

)
[dY ]

→ RHomDY

(∫
i

DX, DY

)
[dY ],

where the first isomorphism is a consequence of Kashiwara’s equivalence. Hence
it is sufficient to show that RHomDY

(
∫

i
DX,

∫
i
i†DY ) → RHomDY

(
∫

i
DX, DY ) is

an isomorphism. Set U = Y \ X and let j : U → X be the embedding. By the
distinguished triangle ∫

i

i†DY −→ DY −→
∫

j

j†DY
+1−→

we have only to show that RHomDY
(
∫

i
DX,

∫
j

j∗DY ) = 0. By Propositions 1.5.25
and 1.7.1 (ii), we obtain

RHomDY

(∫
i

DX,

∫
j

j∗DY

)
� i∗RHomDX

(
DX, i!

∫
j

j∗DY

)
= i∗i!

∫
j

j∗DY = 0.

Let p : X = Pn × Y → Y be the projection. By DX = DPn � DY the problem is
easily reduced to the case when Y consists of a single point and we can only consider
the case p : X = Pn → pt, where pt is the algebraic variety consisting of a single
point. In this case we have DPn→pt = OPn , Dpt←Pn = �Pn and hence
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Rp∗(RHomDX
(DX, DX→Y [dX]))

= R HomDPn (DPn , OPn)[n] = R�(Pn, OPn)[n] � C[n],
RHomDY

(∫
p

DX, DY [dY ]
)

= R HomC(R�(Pn, �n
P), C) � HomC(C[−n], C) = C[n].

Therefore, it is sufficient to show that �(DPn) is non-trivial. Note that �(DPn)[−n]
is given by the composite of

R HomDPn (DPn , OPn)

→ R HomC(�Pn , �Pn ⊗L
DPn

OPn)

→ R HomC(R�(Pn, �Pn), R�(Pn, �Pn ⊗L
DPn

OPn))

→ R HomC(R�(Pn, �Pn), τ�nR�(Pn, �Pn ⊗L
DPn

OPn))

� R HomC(R�(Pn, �Pn), C[−n])
� R HomC(R�(Pn, �Pn), R�(Pn, �Pn)).

We easily see that the morphism

R HomDPn (DPn , OPn) → R HomC(R�(Pn, �Pn), R�(Pn, �Pn))

is induced by the canonical morphism OPn → HomOPn (�Pn , �Pn) and it is non-
trivial. ��
Corollary 2.7.3 (Adjunction formula). Let f : X → Y be a proper morphism.
Then we have an isomorphism

RHomDY

(∫
f

M ·, N ·) � Rf∗RHomDX
(M ·, f †N ·)

for M · ∈ Db
c (DX) and N · ∈ Db(DY ).

Proof. We have

Rf∗RHomDX
(M ·, f †N ·)

� Rf∗((�X ⊗L
OX

DXM ·) ⊗L
DX

Lf ∗N ·)[−dY ]
� Rf∗((�X ⊗L

OX
DXM ·) ⊗L

DX
DX→Y ⊗L

f −1DY
f −1N ·)[−dY ]

� Rf∗((�X ⊗L
OX

DXM ·) ⊗L
DX

DX→Y ) ⊗L
DY

N ·[−dY ]
�
∫

f

DXM · ⊗L
DY

N ·[−dY ]

� DY

∫
f

M · ⊗L
DY

N ·[−dY ]

� RHomDY

(∫
f

M ·, N ·)
by Proposition 2.6.14 and Theorem 2.7.2. ��



3

Holonomic D-Modules

In this chapter we study functorial behaviors of holonomic systems and show that
any simple object in the abelian category of holonomic DX-modules is a minimal
extension of an integrable connection on a locally closed smooth subvariety Y of X.

3.1 Basic results

Recall that the dimension of the characteristic variety Ch(M) of a coherent DX-
module M (	= 0) satisfies the inequality dim Ch(M) ≥ dim X and that a coherent
DX-module M is called holonomic if dim Ch(M) = dim X or M = 0.

Notation 3.1.1. We denote by Modh(DX) the full subcategory of Modc(DX) con-
sisting of holonomic DX-modules.

The next proposition implies that Modh(DX) is a thick abelian subcategory of
Modc(DX).

Proposition 3.1.2.
(i) For an exact sequence

0 → M → N → L → 0

in Modc(DX) we have

N ∈ Modh(DX) ⇐⇒ M, L ∈ Modh(DX).

(ii) Any holonomic DX-module has finite length. In other words, the category
Modh(DX) is artinian.

Proof. The statement (i) is a consequence of Ch(N) = Ch(M) ∪ Ch(L).
The statement (ii) is proved using the characteristic cycle as follows. For a

holonomic DX-module M consider its characteristic cycle

CC(M) =
∑

C∈I (Ch(M))

mC(M) C.
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Note that dim C = dX for any C ∈ I (Ch(M)). Define the total multiplicity of M by

m(M) :=
∑

C∈I (Ch(M))

mC(M).

By Theorem 2.2.3 the total multiplicity is additive in the sense that we have m(M) =
m(L) + m(N) for any short exact sequence

0 → L → M → N → 0

in Modh(DX). Moreover, we have m(M) = 0 ⇐⇒ Ch(M) = ∅ ⇐⇒ M = 0 by
the definition of characteristic varieties. Hence the assertion follows by induction
on m(M). ��
Notation 3.1.3. We denote by Db

h(DX) the full subcategory of Db
c (DX) consisting of

objects M · ∈ Db
c (DX) whose cohomology groups are holonomic, that is, Hi(M ·) ∈

Modh(DX) for ∀i ∈ Z.

We easily see the following from Propositions 3.1.2 and B.4.7.

Corollary 3.1.4. Db
h(DX) is a full triangulated subcategory of Db

c (DX).

Remark 3.1.5. It is known that

Db(Modh(DX))
∼→ Db

h(DX)

(see Beilinson [Bei]).

The following result is the first important step in the study of holonomic D-
modules. Namely, we can say “A holonomic D-module is generically an integrable
connection.’’

Proposition 3.1.6. Let M be a holonomic DX-module. Then there exists an open
dense subset U ⊂ X such that M|U is coherent over OU . In other words, M|U is an
integrable connection on U .

Proof. Let T ∗
XX ⊂ T ∗X be the zero section of T ∗X and set S := Ch(M) \ T ∗

XX. If
S = ∅, then M itself is coherent over OX by Proposition 2.2.5. Assume that S 	= ∅.
Since S is conic, the dimension of each fiber of π |S : S � π(S) (π : T ∗X → X) is
≥ 1 and hence dim π(S) < dim S ≤ dim X. Therefore, there exists an open subset
U ⊂ X such that X \ π(S) ⊃ U 	= ∅. In this case we have Ch(M|U ) \ T ∗

U U = ∅
and hence M|U is coherent over OU by Proposition 2.2.5. ��

The following result, which can be proved by duality, is also important.

Proposition 3.1.7. Let M ∈ Modqc(DX). For an open subset U ⊂ X suppose that
we are given a holonomic submodule N of M|U . Then there exists a holonomic
submodule Ñ of M such that Ñ |U = N .
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Proof. By Corollary 1.4.17 we may assume that M is coherent and M|U = N . Set
L = H 0(DXM). By Corollary 2.6.8 (ii) we have codim Ch(L) ≥ dX and hence
L is a holonomic DX-module. Moreover, its dual Ñ = DXL is also holonomic by
Corollary 2.6.8 (vi). By L = H 0(DXM) � τ�0(DXM) we have a distinguished
triangle

K · −→ DXM −→ L
+1−→,

where K · = τ�−1(DXM). By applying DX we obtain

Ñ −→ M −→ DXK · +1−→ .

Since the duality functors commute with restrictions to open subsets, we have

Ñ |U = DU (L|U ) = D2
U (M|U ) = M|U = N.

It remains to show that the canonical morphism Ñ → M is injective. For this we
have only to show H−1(DXK ·) = 0. In fact, we will show that

Hi(DX(τ�−kK ·)) = 0 (i < 0, k > 0) (3.1.1)

(note that τ�−kK · � K · for k � 0). Let us first show

Hi(DX(H−k(K ·)[k])) = 0 (i < 0, k > 0). (3.1.2)

For k > 0 we have H−k(K ·) � H−k(DXM) and hence codim Ch(H−k(K ·)) ≥ dX−
k by Corollary 2.6.8 (ii). Hence the assertion is a consequence of Corollary 2.6.8 (i).
Now we prove (3.1.1) by induction on k. If k = 1, then we have τ�−kK · =
H−k(K ·)[k], and hence the assertion follows from (3.1.2). Assume k � 2. By
applying DX to the distinguished triangle

H−k(K ·)[k] −→ τ�−kK · −→ τ�−(k−1)K · +1−→
we obtain a distinguished triangle

DX(τ�−(k−1)K ·) −→ DX(τ�−kK ·) −→ DX(H−k(K ·)[k]) +1−→ .

Hence the assertion follows from (3.1.2) and the hypothesis of induction. ��

3.2 Functors for holonomic D-modules

3.2.1 Stability of holonomicity

We first note the following, which is an obvious consequence of Corollary 2.6.8.

Proposition 3.2.1. The duality functor DX induces isomorphisms

DX : Modh(DX) −→∼ Modh(DX)op,

DX : Db
h(DX) −→∼ Db

h(DX)op.
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The following is also obvious by Ch(M � N) = Ch(M) × Ch(N).

Proposition 3.2.2. The external tensor product � induces the functors

(•) � (•) : Modh(DX) × Modh(DY ) → Modh(DX×Y ),

(•) � (•) : Db
h(DX) × Db

h(DY ) → Db
h(DX×Y ).

Recall that for a morphism f : X → Y of smooth algebraic varieties we have
functors ∫

f

: Db
qc(DX) −→ Db

qc(DY ),

f † : Db
qc(DY ) −→ Db

qc(DX).

Moreover, if f is proper (resp. smooth),
∫

f
(resp. f †) preserves the coherency and

we have the functors∫
f

: Db
c (DX) → Db

c (DY ) (resp. f † : Db
c (DY ) → Db

c (DX)).

However, neither
∫

f
nor f † preserves the coherency for general morphisms f . A

surprising fact, which we will show in this section, is that the holonomicity is never-
theless preserved by these functors for any morphism f : X → Y . Namely, we have
the following.

Theorem 3.2.3. Let f : X → Y be a morphism of smooth algebraic varieties.

(i)
∫

f
sends Db

h(DX) to Db
h(DY ).

(ii) f † sends Db
h(DY ) to Db

h(DX).

Corollary 3.2.4. The internal tensor product ⊗L
OX

induces the functor

(•) ⊗L
OX

(•) : Db
h(DX) × Db

h(DX) → Db
h(DX).

Proof. This follows from Proposition 3.2.2 and Theorem 3.2.3 (ii) noting that (•)⊗L
OX

(•) = L�∗
X ◦ ((•) � (•)), where �X : X → X × X is the diagonal embedding. ��

The proof of Theorem 3.2.3 will be completed in the next subsection. In the rest
of this subsection we reduce it to that of Theorem 3.2.3 (i) in the case when f is the
projection Cn → Cn−1.

Lemma 3.2.5. Let i : X → Y be a closed embedding. Then for M · ∈ Db
c (DX)

we have

M · ∈ Db
h(DX) ⇐⇒

∫
i

M · ∈ Db
h(DY ).
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Proof. Since
∫

i
is exact, we may assume that M = M · ∈ Modc(DX). Let

T ∗Y
�←↩ X ×Y T ∗Y

ρ
� T ∗X

be the canonical morphisms. Then we have

Ch
(∫

i

M
)

= �ρ−1(Ch(M)),

by Lemma 2.3.5. Since � is a closed embedding and ρ is a smooth surjective
morphism with one-dimensional fibers, we have

dim Ch
(∫

i

M
)

= dim Ch(M) + 1,

form which we obtain the desired result. ��
Next we reduce the proof of Theorem 3.2.3 (i) to the case when f is the pro-

jection Cn → Cn−1. In order to prove Theorem 3.2.3 (i) it is sufficient to show∫
f

M ∈ Db
h(DY ) for M ∈ Modh(DX). By considering the decomposition of f into

a composite of a closed embedding and a projection we may assume that f is either a
closed embedding or a projection. The case of a closed embedding has already been
dealt with in Lemma 3.2.5, and hence we can only consider the case when f is the
projection X = Z × Y → Y . Since the problem is local on Y , we may assume that
Y is affine. Take a finite affine open covering Z = ⋃r

i=0 Zi of Z such that Z \ Zi is
a divisor on Z for each i, and set Xi = Zi × Y . Then X = ⋃r

i=0 Xi is an affine open
covering of X. For 0 ≤ i0 < · · · < ik ≤ r let ji0,...,ik : Xi0,...,ik = ⋂k

p=0 Xip → X

be the embedding (note that Xi0,...,ik is affine by the choice of Zi’s). Then M is
quasi-isomorphic to the Čech complex

· · · −→ 0 −→ C0(M) −→ C1(M) −→ · · · −→ Cr(M) −→ 0 −→ · · ·
with

Ck(M) =
⊕

i0<···<ik

ji0,...,ik∗(M|Xi0,...,ik
)

(note ji0,...,ik∗(M|Xi0,...,ik
) � ∫

ji0,...,ik
j∗
i0,...,ik

M). Hence it is sufficient to show∫
f ◦ji0,...,ik

j∗
i0,...,ik

M(= ∫
f

∫
ji0,...,ik

j∗
i0,...,ik

M) ∈ Db
h(DY ) for any (i0, . . . , ik). There-

fore, we may assume from the beginning that X and Y are affine. Fix closed embed-
dings α : X ↪→ Cn, β : Y ↪→ Cm, and consider the commutative diagram

X Y

X × Y

Cn+m Cm,

�f

�
g

�

β

�
α×β

�
p
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where g is the graph embedding associated to f and p is the projection. By
Lemma 3.2.5

∫
f

M ∈ Db
h(DY ) if and only if

∫
β

∫
f

M ∈ Db
h(DCm). Note that∫

β

∫
f

M =
∫

β◦f

M =
∫

p

∫
(α×β)◦g

M.

Since (α × β) ◦ g is a closed embedding, we have∫
(α×β)◦g

M ∈ Modh(DCn+m)

by Lemma 3.2.5, and hence the problem is reduced to the case when f is the projection
Cn+m → Cm. Since Cn+m → Cm is a composite of morphisms Ck → Ck−1, the
problem is finally reduced to the case when f is the projection Cn → Cn−1.

Let us show that Theorem 3.2.3 (i) implies Theorem 3.2.3 (ii). So we assume
that Theorem 3.2.3 (i) holds and show f †M ∈ Db

h(DX) for any M ∈ Modh(DY ).
By decomposing f into a composite of a closed embedding and a projection we may
further assume that f is either a closed embedding or a projection. Consider first the
case where f is the projection X = Z ×Y → Y . Then f ∗ is an exact functor and the
complex f †M = f ∗M[dim Z] is concentrated in the degree − dim Z. Moreover, we
have f ∗M � OZ � M and it is holonomic by

Ch(OZ � M) = Ch(OZ) × Ch(M) = T ∗
ZZ × Ch(M),

and hence f †M ∈ Db
h(DX). Let us consider the case of a closed embedding i : X ↪→

Y . Let j : U := Y \ X ↪→ Y be the corresponding open embedding. Then by the
results in Section 1.7 there exists a distinguished triangle∫

i

i†M −→ M −→
∫

j

j†M
+1−→ .

We have j†M = M|U ∈ Modh(DU ), and hence (i) implies
∫

j
j†M · ∈ Db

h(DY ).

Therefore, we see by the above distinguished triangle that
∫

i
i†M · ∈ Db

h(DY ). This
implies i†M · ∈ Db

h(DX) by Lemma 3.2.5. Theorem 3.2.3 (ii) is verified assuming
Theorem 3.2.3 (i).

3.2.2 Holonomicity of modules over Weyl algebras

In the last subsection the proof Theorem 3.2.3 (i), (ii) was reduced to that of (i) in
the case when f is the projection p : Cn = C × Cn−1 → Cn−1. The aim of this
subsection is to prove it using the theory of D-modules on Cn.

Set
Dn := �(Cn, DCn) =

⊕
α,β

Cxα∂β,

where xα = x
α1
1 x

α2
2 · · · xαn

n for α = (α1, . . . , αn) and ∂β = ∂
β1
1 ∂

β2
2 · · · ∂βn

n for β =
(β1, . . . , βn). The algebra Dn is called the Weyl algebra. Since Cn is affine, we have
equivalences of categories
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Modqc(DCn) −→∼ Mod(Dn),

Modc(DCn) −→∼ Modf (Dn)

given by M �→ �(Cn, M). For N ∈ Mod(Dn) we denote the corresponding DCn -
module by Ñ . A Dn-module N is called holonomic if Ñ is a holonomic DCn -module.

Let N be a Dn-module. We define its Fourier transform N̂ as follows. As an
additive group N̂ is the same as N , and the action of the generators xi, ∂i of Dn on
N̂ is given by

xi ◦ s := − ∂is, ∂i ◦ s := xis.

It is easily checked that N̂ is a left Dn-module with respect to this action ◦. This
definition of the Fourier transform N̂ is motivated by the classical Fourier transform.
The Fourier transform induces equivalences of categories

(̂•) : Mod(Dn) −→∼ Mod(Dn),

(̂•) : Modf (Dn) −→∼ Modf (Dn).

The corresponding equivalences for the categories of DCn -modules are also de-
noted by

(̂•) : Modqc(DCn) −→∼ Modqc(DCn),

(̂•) : Modc(DCn) −→∼ Modc(DCn).

Proposition 3.2.6. Let p : Cn(= C × Cn−1) → Cn−1 be the projection and let i :
Cn−1(= {0}×Cn−1) ↪→ Cn(= C×Cn−1) be the embedding. For M ∈ Modqc(DCn)

we have
̂

Hk
(∫

p

M
)

� Hk(Li∗M̂)

for any k.

Proof. Set N = �(Cn, M). Since p is an affine morphism, we have∫
p

M � Rp∗(DRCn/Cn−1(M)) � [
p∗M

∂1−→ p∗M
]
,

and hence

�

(
Cn−1, Hk

(∫
p

M
))

�

⎧⎪⎪⎨⎪⎪⎩
Ker

[
N

∂1−→ N
]

(k = −1),

Coker
[
N

∂1−→ N
]

(k = 0),

0 (k 	= 0, −1).

Therefore, we have
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�

(
Cn−1,

̂
Hk
(∫

p

M
))

�

⎧⎪⎨⎪⎩
Ker

[
N̂

x1−→ N̂
]

(k = −1),

Coker
[
N̂

x1−→ N̂
]

(k = 0),

0 (k 	= 0, −1),

� �(Cn−1, Hk(Li∗M̂))

from which we obtain the desired result. ��
In proving Theorem 3.2.3 we also need the following results.

Proposition 3.2.7. A coherent DCn -module M is holonomic if and only if M̂ is as well.

Proposition 3.2.8. Let j : (C \ {0}) × Cn−1 → Cn be the embedding. If M is a
holonomic DCn -module, then so is H 0(

∫
j

j†M) (since (C \ {0}) × Cn−1 is an affine

open subset of Cn we have Hk(
∫

j
j†M) = 0 for k 	= 0).

Let us complete the proof of Theorem 3.2.3 assuming Propositions 3.2.7 and 3.2.8.
By Propositions 3.2.6 and 3.2.7 and the arguments in the last subsection it is sufficient
to show i†M ∈ Db

h(DCn−1) for M ∈ Modh(DCn), where i : Cn−1 ↪→ Cn is as in
Proposition 3.2.6. Let j : (C \ {0}) × Cn−1 ↪→ Cn be as in Proposition 3.2.8. By the
distinguished triangle ∫

i

i†M −→ M −→
∫

j

j†M
+1−→

we obtain an exact sequence

0 −→ H 0
(∫

i

i†M
)

−→ M −→ H 0
(∫

j

j†M
)

−→ H 1
(∫

i

i†M
)

−→ 0.

Since H 0(
∫

j
j†M) is holonomic by Proposition 3.2.8, we obtain

∫
i
i†M ∈ Db

h(DCn)

(note Hk(
∫

i
i†M) = 0 for k 	= 0, 1). Hence we have i†M ∈ Db

h(DCn−1) by
Lemma 3.2.5.

The rest of this subsection is devoted to proving Proposition 3.2.7 and Proposi-
tion 3.2.8.

In addition to the usual order filtration F , the Weyl algebra Dn has another filtration
B defined by

BiDn :=
∑

|α|+|β|≤i

Cxα∂β ⊂ Dn.

We call it the Bernstein filtration of the Weyl algebra Dn. The graded algebra grB Dn

associated to the Bernstein filtration B is commutative and isomorphic to the poly-
nomial ring C[x, ξ ] (x = (x1, x2, . . . , xn), ξ = (ξ1, ξ2, . . . , ξn)), as in the case of
the usual order filtration. For a Dn-module M we can also define good filtrations F

on it with respect to the Bernstein filtration B. Any finitely generated Dn-module
has a good filtration. The Bernstein filtration has the advantage that for any good
filtration F of a finitely generated Dn-module M each FiM is finite dimensional over
C. Therefore, we can apply results on Hilbert polynomials to the associated graded
grB Dn-module.
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Proposition 3.2.9.
(i) Let F be a good filtration on a non-zero module M ∈ Modf (Dn) with respect to

the Bernstein filtration. Then there exists a unique polynomial χ(M, F ; T ) ∈
Q[T ] such that

χ(M, F ; i) = dimC FiM (i � 0).

(ii) If the degree of χ(M, F ; T ) is d , then the coefficient of the degree d (the highest
degree) part of χ(M, F ; T ) is m/d! for some integer m > 0. These two integers
d and m do not depend on the choice of the good filtration F . They depend only
on M itself.

Proof. By dimC FiM = ∑
k≤i dimC grF

k M most of the statements are well known
in algebraic geometry [Ha2, Chapter 1]. Let us show that d and m are independent of
the choice of a good filtration. Let F and F ′ be good filtrations of a finitely generated
Dn-module M . By Proposition D.1.3 there exists i0 > 0 satisfying

F ′
i−i0

M ⊂ FiM ⊂ F ′
i+i0

M,

and hence
χ(M, F ′; i − i0) ≤ χ(M, F ; i) ≤ χ(M, F ′; i + i0)

for i � 0. The desired result easily follows from this. ��
We call d = dB(M) the dimension of M , and m = mB(M) the multiplicity of M .

Proposition 3.2.10. Let

0 −→ L → M −→ N −→ 0

be an exact sequence of finitely generated Dn-modules.

(i) We have dB(M) = Max{dB(L), dB(N)}.
(ii) We have

mB(M) =

⎧⎪⎨⎪⎩
mB(L) + mB(N) (dB(L) = dB(N)),

mB(L) (dB(L) > dB(N)),

mB(N) (dB(L) < dB(N)).

Proof. Take a good filtration F on M . With respect to the induced filtrations on L

and N we have an exact sequence

0 −→ grF L → grF M −→ grF N −→ 0

of graded grB Dn-modules. The desired result follows from this. ��
Proposition 3.2.11. For a non-zero finitely generated Dn-module M we have

dim Ch(M̃) = dB(M).
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Proof. Set j (M) := Min{ i | Exti
Dn

(M, Dn) 	= 0 }. By applying Theorem D.4.3 to
the two filtrations F and B of Dn we have

dim Ch(M̃) = 2n − j (M) = dim supp(g̃rF M),

where F is a good filtration on M with respect to the Bernstein filtration and g̃rF M

denotes the corresponding coherent OC2n -module. It is well known in algebraic

geometry that we have dim supp(g̃rF M) = dB(M) [Ha2, Chapter 1]. ��
By Proposition 3.2.10 a coherent DCn -module M̃ associated to M is holonomic

if and only if dB(M) = n. We can use the following estimate as a useful criterion for
the holonomicity of M .

Proposition 3.2.12. Let M be a (not necessarily finitely generated) non-zero Dn-
module. We assume that M has a filtration F bounded from below (with respect to
the Bernstein filtration B of Dn) such that there exist constants c, c′ satisfying the
condition

dimC FiM ≤ c

n! i
n + c′in−1

for any i. Then M is holonomic and mB(M) ≤ c.

Proof. We first show that any finitely generated non-zero Dn-submodule N of M is
holonomic and satisfies mB(N) ≤ c. Take a good filtration G on N . By Proposi-
tion D.1.3 we have

GiN ⊂ N ∩ Fi+i0M ⊂ Fi+i0M (∀i)

for some i0, and hence

χ(N, G; i) ≤ c

n! (i + i0)n + c′(i + i0)n−1.

It follows that dB(N) ≤ n. By N 	= 0 and dB(N) = dim Ch(N) we obtain dB(N) =
n and mB(N) ≤ c.

It remains to show that M is finitely generated. It is sufficient to show that any
increasing sequence

0 	= N1 ⊂ N2 ⊂ · · · ⊂ M

of finitely generated submodules of M is stationary. We have shown that Ni is
holonomic and satisfies mB(Ni) ≤ c. Moreover, we have

mB(N1) ≤ mB(N2) ≤ mB(N3) ≤ · · · ≤ c

by Proposition 3.2.10, and hence the sequence {mB(Ni)} is stationary. This implies
the desired result by Proposition 3.2.10. ��

Now we are ready to give proofs of Proposition 3.2.7 and Proposition 3.2.8.
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Proof of Proposition 3.2.7. Set N = �(Cn, M). By the definition of B and the
Fourier transform we have dB(N) = dB(N̂). Hence by Proposition 3.2.11 we have
dim Ch(M) = dim Ch(M̂). This implies the desired result. ��
Proof of Proposition 3.2.8. Set N = �(Cn, M). Note that �(Cn, H 0(

∫
j

j†M)) is

isomorphic to the localization Nx1 = C[x, x−1
1 ] ⊗C[x] N . Hence it is sufficient to

show that Nx1 is holonomic. Take a good filtration F of N and define FiNx1 to be the
image of F2iN 
 s �→ x−i

1 s ∈ Nx1 . It is easily checked that this defines a filtration
of Nx1 with respect to the Bernstein filtration. Moreover, we have

dimC FiNx1 ≤ dimC F2iN

= mB(M)

n! (2i)n + O(in−1)

= mB(M)2n

n! in + O(in−1),

and hence Nx1 is holonomic by Proposition 3.2.12. ��

3.2.3 Adjunction formulas

Let f : X → Y be a morphism of smooth algebraic varieties.

Definition 3.2.13. We define new functors by∫
f !

:= DY

∫
f

DX : Db
h(DX) −→ Db

h(DY ),

f � := DXf † DY : Db
h(DY ) −→ Db

h(DX).

Theorem 3.2.14. For M · ∈ Db
h(DX) and N · ∈ Db

h(DY ) we have natural isomor-
phisms

RHomDY

(∫
f !

M ·, N ·
)

−→∼ Rf∗RHomDX
(M ·, f †N ·),

Rf∗RHomDX
(f �N ·, M ·) −→∼ RHomDY

(
N ·,

∫
f

M ·
)

.

Proof. We have

Rf∗RHomDX
(M ·, f †N ·)

� Rf∗
((

�X ⊗L
OX

DXM ·)⊗L
DX

f †N ·) [−dX]
� Rf∗

((
�X ⊗L

OX
DXM ·)⊗L

DX
DX→Y ⊗L

f −1DY
f −1N ·) [−dY ]

� Rf∗
((

�X ⊗L
OX

DXM ·)⊗L
DX

DX→Y

)
⊗L

DY
N ·[−dY ]
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�
(

�Y ⊗L
OY

∫
f

DXM ·
)

⊗L
DY

N ·[−dY ]

�
(

�Y ⊗L
OY

DY

∫
f !

M ·
)

⊗L
DY

N ·[−dY ]

� RHomDY

(∫
f !

M ·, N ·
)

.

The first isomorphism is established. The second isomorphism follows from the first
by duality. ��

By applying H 0(R�(Y, •)) to the isomorphisms in Theorem 3.2.14, we obtain
the following.

Corollary 3.2.15. For M · ∈ Db
h(DX) and N · ∈ Db

h(DY ) we have natural isomor-
phisms

HomDb
h(DY )

(∫
f !

M ·, N ·
)

−→∼ HomDb
h(DX)(M

·, f †N ·),

HomDb
h(DX)(f

�N ·, M ·) −→∼ HomDb
h(DY )

(
N ·,

∫
f

M ·
)

.

Namely,
∫

f ! (resp. f �) is the left adjoint of f † (resp.
∫

f
).

Theorem 3.2.16. There exists a morphism of functors∫
f !

−→
∫

f

: Db
h(DX) −→ Db

h(DY ).

Moreover, if f is proper, then this morphism is an isomorphism.

Proof. By Hironaka’s desingularization theorem [Hi], there exists a smooth comple-
tion X̃ of X. Since X is quasi-projective, a desingularization X̃ of the Zariski closure
X of X in the projective space is such a completion (even if X is not quasi-projective,
there exists a smooth completion by a theorem due to Nagata). Therefore, the map
f : X → Y factorizes as

X
g

↪−→ X × Y
j

↪−→ X̃ × Y
p−→ Y,

where g is the graph embedding associated to f and p = prY is a projection. In this
situation, g and p are proper and j is an open embedding. This implies that we can
reduce our problem to the cases of proper morphisms and open embeddings. If f is
proper, we have an isomorphism∫

f !
= DY

∫
f

DX −→∼
∫

f
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by Theorem 2.7.2. So let us consider the case when f = j : X ↪→ Y is an open
embedding. Let M · ∈ Db

h(DX). By Corollary 3.2.15 we have

HomDb
h(DY )

(∫
j !

M ·,
∫

j

M ·
)

� HomDb
h(DX)

(
M ·, j†

∫
j

M ·)
� HomDb

h(DX)(M
·, M ·),

and hence we obtain the desired morphism∫
j !

M · −→
∫

j

M ·

as the image of id ∈ HomDb
h(DX)(M

·, M ·). ��

3.3 Finiteness property

The aim of this section is to show the following.

Theorem 3.3.1. The following conditions on M · ∈ Db
c (DX) are equivalent:

(i) M · ∈ Db
h(DX).

(ii) There exists a decreasing sequence

X = X0 ⊃ X1 ⊃ · · · ⊃ Xm ⊃ Xm+1 = ∅
of closed subsets of X such that Xr \ Xr+1 is smooth and all of the cohomology
sheaves Hk(i

†
r M ·) are integrable connections, where ir : Xr \ Xr+1 ↪→ X

denotes the embedding.
(iii) For any x ∈ X all of the cohomology groups Hk(i

†
xM ·) are finite dimensional

over C, where ix : {x} ↪→ X denotes the inclusion.

For the proof we need the following.

Lemma 3.3.2. Let M be a coherent (but not necessarily holonomic) DX-module.
Then there exists an open dense subset U ⊂ X such that M|U is projective over OU .

Proof. Take a good filtration F of M . Then grF M is coherent over π∗OT ∗X. It
follows from a well-known fact on coherent sheaves that there exists an open dense
subset U ⊂ X such that (grF M)|U is free over π∗OT ∗U . By shrinking U if nec-
essary we may assume that (grF M)|U is free over OU . This implies that each
(FiM/Fi−1M)|U (and hence each FiM|U ) is projective over OU . Consequently
M|U is projective over OU . ��
Proof of Theorem 3.3.1. (ii) ⇒ (i). Set Ur = X\Xr . We will show M ·|Ur ∈ Db

h(DUr )

by induction on r . Assume M ·|Ur ∈ Db
h(DUr ). Let j : Ur → Ur+1, i : Xr \ Xr+1

(= Ur+1 \ Ur) → Ur+1 be embeddings. Then we have a distinguished triangle
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i

i†(M ·|Ur+1) −→ M ·|Ur+1 −→
∫

j

j†(M ·|Ur+1)
+1−→ .

By i†(M ·|Ur+1) = i
†
r M · ∈ Db

h(DXr\Xr+1) we have
∫

i
i†(M ·|Ur+1) ∈ Db

h(DUr+1).
On the other hand by j†(M ·|Ur+1) = M ·|Ur ∈ Db

h(DUr ) we have
∫

j
j†(M ·|Ur+1) ∈

Db
h(DUr+1). Hence the above distinguished triangle implies M ·|Ur+1 ∈ Db

h(DUr+1).

(i) ⇒ (iii). By Theorem 3.2.3 we have i
†
xM · ∈ Db

h(D{x}). Note that D{x} � C.
Hence the desired result follows from the fact that objects of Db

h(D{x}) = Db
c (D{x}) =

Db
c (Mod(C)) are just complexes of vector spaces whose cohomology groups are finite

dimensional.
(iii) ⇒ (ii). It is sufficient to show that for any closed subset Y of X satisfying

Y ⊃ supp(M ·) := ⋃
k supp(Hk(M ·)) there exists a decreasing sequence

Y = Y0 ⊃ Y1 ⊃ · · · ⊃ Ym ⊃ Ym+1 = ∅
of closed subsets of Y such that Yr \ Yr+1 is smooth and all of the cohomology
sheaves Hk(j

†
r M ·) are integrable connections, where jr : Yr \Yr+1 ↪→ X denotes the

embedding. We will prove this statement by induction on dim Y . Take an open dense
smooth subset V of Y , and let i : V → X denote the embedding. By Kashiwara’s
equivalence we have i†M · ∈ Db

c (DV ). Hence by Lemma 3.3.2 there exists an open
dense subset V ′ of V such that each cohomology sheaf Hk(i†M ·)|V ′ is projective
over OV ′ . Therefore, by shrinking V if necessary we may assume from the beginning
that each cohomology sheaf Hk(i†M ·) is coherent over DV and projective over OV .
We first show that Hk(i†M ·) is an integrable connection. Take x ∈ V and denote by
jx : {x} ↪→ V the embedding. Then we have

C ⊗OV,x
Hk(i†M ·)x � Hk+dV (j

†
x i†M ·) � Hk+dV (i

†
xM ·),

where the first isomorphism follows from the fact that Hk(i†M ·)x is projective over
OV,x . Hence the finite-dimensionality of Hk+dV (i

†
xM ·) implies that the rank of the

projective OV,x-module Hk(i†M ·)x is finite. It follows that Hk(i†M ·) is coherent
over OV , hence an integrable connection. Now take an open subset U of X such that
V = Y ∩ U , and let j : U → X be the embedding. Define N · by the distinguished
triangle

N · −→ M · −→
∫

j

j†M · +1−→ .

We easily see that
∫

j
j†M · � ∫

i
i†M · ∈ Db

h(DX), and hence the above distinguished

triangle implies N · ∈ Db
c (DX). We also easily see that supp(N ·) ⊂ Y \V . Moreover,

for any locally closed smooth subset Z of Y \ V we have i
†
ZM · � i

†
ZN ·, where iZ :

Z → X denotes the embedding. Indeed, we have i
†
Z

∫
j

= 0 by Proposition 1.7.1 (ii).

In particular, for any x ∈ Y \V we have H ∗(i
†
xM ·) � H ∗(i

†
xN ·). Hence by applying

the hypothesis of induction to N · there exists a decreasing sequence

Y \ V = Y1 ⊃ · · · ⊃ Ym ⊃ Ym+1 = ∅
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of closed subsets of Y \ V such that Yr \ Yr+1 is smooth and all of the cohomology
sheaves Hk(j

†
r M ·) are integrable connections, where jr : Yr \ Yr+1 ↪→ X denotes

the embedding. Then the decreasing sequence

Y = Y0 ⊃ Y1 ⊃ · · · ⊃ Ym ⊃ Ym+1 = ∅
satisfies the desired property. ��

3.4 Minimal extensions

A non-zero coherent D-module M is called simple if it contains no coherent D-
submodules other than M or 0. Proposition 3.1.2 implies that for any holonomic
D-module M there exists a finite sequence

M = M0 ⊃ M1 ⊃ · · · ⊃ Mr ⊃ Mr+1 = 0

of holonomic D-submodules such that Mi/Mi+1 is simple for each i (Jordan–Hölder
series of M). In this section we will give a classification of simple holonomic D-
modules. More precisely, we will construct simple holonomic D-modules from inte-
grable connections on locally closed smooth subvarieties using functors introduced
in earlier sections, and show that any simple holonomic D-module is of this type.
This construction corresponds via the Riemann–Hilbert correspondence to the mini-
mal extension (Deligne–Goresky–MacPherson extension) in the category of perverse
sheaves.

Let Y be a (locally closed) smooth subvariety of a smooth algebraic variety X.
Assume that the inclusion map i : Y ↪→ X is affine. Then DX←Y is locally free
over DY and Ri∗ = i∗ (higher cohomology groups vanish). Therefore, for a holo-
nomic DY -module M we have Hj

∫
i
M = Hj

∫
i! M = 0 for ∀j 	= 0. Namely, we

may regard
∫

i
M and

∫
i! M as DX-modules. These DX-modules are holonomic by

Theorem 3.2.3. By Theorem 3.2.16 we have a morphism∫
i!

M −→
∫

i

M

in Modh(DX).

Definition 3.4.1. We call the image L(Y, M) of the canonical morphism
∫

i! M −→∫
i
M the minimal extension of M .

By Proposition 3.1.2 the minimal extension L(Y, M) is a holonomic DX-module.

Theorem 3.4.2.
(i) Let Y be a locally closed smooth connected subvariety of X such that i : Y → X is

affine, and let M be a simple holonomic DY -module. Then the minimal extension
L(Y, M) is also simple, and it is characterized as the unique simple submodule
(resp. unique simple quotient module) of

∫
i
M (resp. of

∫
i! M).
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(ii) Any simple holonomic DX-module is isomorphic to the minimal extension
L(Y, M) for some pair (Y, M), where Y is as in (i) and M is a simple inte-
grable connection on Y .

(iii) Let (Y, M) be as in (ii), and let (Y ′, M ′) be another such pair. Then we have
L(Y, M) � L(Y ′, M ′) if and only if Y = Y ′ and M|U � M ′|U for an open
dense subset U of Y ∩ Y ′.

Proof. (i) We choose an open subset U ⊂ X containing Y such that k : Y ↪→U is a

closed embedding. Let j : U ↪→ X be the embedding, and let ModY
qc DX denote the

category of OX-quasi-coherent DX-modules whose support is contained in Y . We
first show the following four results:

(a) For any E ∈ ModY
qc(DX) we have Hli†E = 0 (l 	= 0). Hence H 0i† = i� :

ModY
qc(DX) → Modqc(DY ) is an exact functor.

(b) For any non-zero holonomic submodule N of
∫

i
M , we have i†N � M .

(c)
∫

i
M (resp.

∫
i! M) has a unique simple holonomic submodule (resp. simple holo-

nomic quotient module).
(d) For a sequence 0 	= N1 ⊂ N2 ⊂ ∫

i
M of holonomic submodules of

∫
i
M , we

have i†(N2/N1) = 0.

For E ∈ ModY
qc(DX) we have i†E = k†j†E = k†j−1E and supp j−1E ⊂ Y .

Hence (a) is a consequence of Kashiwara’s equivalence.
Let N be as in (b). By Corollary 3.2.15 we have

HomDX

(
N,

∫
i

M
)

= HomDX

(
N,

∫
j

∫
k

M
)

� HomDU

(
j�N,

∫
k

M
)
.

Since j is an open embedding, we have j� = j† = j−1. Therefore, the inclusion
N ↪→ ∫

i
M induces a non-zero morphism ϕ : j†N → ∫

k
M . Since

∫
k
M is a simple

holonomic DU -module by Kashiwara’s equivalence, ϕ is surjective. Applying k† to
it, we obtain a surjective morphism i†N � k†

∫
k
M � M . On the other hand, we

have an injective morphism i†N → i†
∫

i
M = M because i† is exact by (a). Hence

we must have i†N � M , and (b) is proved.
Suppose there exist two simple holonomic submodules L 	= L′ of

∫
i
M . Set

N = L + L′ = L ⊕ L′. Then by (b) we have

M � i†N = i†L ⊕ i†L′ = M ⊕ M,

which is a contradiction. The assertion (c) for
∫

i
M is proved. Another assertion for∫

i! M is easily proved using the duality functor.
By (a) we have

i†N1 ⊂ i†N2 ⊂ i†
∫

i

M = M, i†N2/i†N1 � i†(N2/N1).
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Hence (b) implies i†(N2/N1) = 0, and (d) is proved.
Now let us finish the proof of (i). By (c) there exists a unique simple holonomic

submodule L of
∫

i
M . By Corollary 3.2.15 there exist two isomorphisms

HomDX

(∫
i!

M, L
)

� HomDY
(M, i†L)

(b)� HomDY
(M, M),

HomDX

(∫
i!

M,

∫
i

M
)

� HomDY

(
M, i†

∫
i

M
)

� HomDY
(M, M),

from which we see that the canonical morphism
∫

i! M → ∫
i
M is non-zero and

factorizes as
∫

i! M → L ↪→ ∫
i
M . Since L is a simple module, the image of this

morphism should be L. This completes the proof of (i).
(ii) Assume that L is a simple holonomic DX-module. We take an affine open

dense subset Y (i : Y ↪→ X) of an irreducible component of supp L so that i†L is an
integrable connection on Y (this is possible by Proposition 3.1.6). Set M = i†L. We
easily see by Proposition 3.1.7 that M is simple. Moreover, by Corollary 3.2.15 we
get an isomorphism

HomDX

(∫
i!

M, L
)

� HomDY
(M, i†L) � HomDY

(M, M) 	= 0,

from which we see that there exists a non-zero surjective morphism
∫

i! M → L.
Namely, L is a simple holonomic quotient module of

∫
i! M . Hence we obtain L =

L(Y, M) by (i). The assertion (ii) is proved.
The proof for the last part (iii) is easy and left to the readers. ��

Proposition 3.4.3. Let Y be a locally closed smooth subvariety of X such that i :
Y → X is affine, and let M be an integrable connection on Y . Then we have

DXL(Y, M) � L(Y, DY M).

Proof. By the exactness of the duality functor we obtain

DXL(Y, M) � Im(DX

∫
i

M → DX

∫
i!

M) � Im(

∫
i!

DY M →
∫

i

DY M)

= L(Y, DY M).

The proof is complete. ��



4

Analytic D-Modules and the de Rham Functor

Although our objectives in this book are algebraic D-modules (D-modules on smooth
algebraic varieties), we have to consider the corresponding analytic D-modules (D-
modules on the underlying complex manifolds with classical topology) in defining
their solution (and de Rham) complexes. In this chapter after giving a brief survey
of the general theory of analytic D-modules which are partially parallel to the theory
of algebraic D-modules given in earlier chapters we present fundamental proper-
ties on the solution and the de Rham complexes. In particular, we give a proof of
Kashiwara’s constructibility theorem for analytic holonomic D-modules. We note
that we also include another shorter proof of this important result in the special case of
algebraic holonomic D-modules due to Beilinson–Bernstein. Therefore, readers who
are interested only in the theory of algebraic D-modules can skip reading Sections 4.4
and 4.6 of this chapter.

4.1 Analytic D-modules

The aim of this section is to give a brief account of the theory of D-modules on
complex manifolds. The proofs are occasionally similar to the algebraic cases and
are omitted. Readers can refer to the standard textbooks such as Björk [Bj2] and
Kashiwara [Kas18] for details.

Let X be a complex manifold. It is regarded as a topological space via the clas-
sical topology, and its dimension is denoted by dX. We denote by OX the sheaf of
holomorphic functions on X, and by �X, �

p
X the sheaves of OX-modules consist-

ing of holomorphic vector fields and holomorphic differential forms of degree p,
respectively (0 ≤ p ≤ dX). We also set �X = �

dX

X . The sheaf DX of holomorphic
differential operators on X is defined as the subring of EndC(OX) generated by OX

and �X. In terms of a local coordinate {xi}1≤i≤n on a open subset U of X we have

DX|U =
⊕
α∈Nn

OU ∂α,

where
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∂i = ∂

∂xi

(1 ≤ i ≤ n), ∂α = ∂
α1
1 · · · ∂αn

n (α = (α1, . . . , αn)).

We have the order filtration F = {FlDX}l≥0 of DX given by

FlDX|U =
∑
|α|≤l

OU ∂α
x

(|α| =
∑

i

αi

)
,

where U and {xi} are as above. It satisfies properties parallel to those in Proposi-
tion 1.1.3, and DX turns out to be a filtered ring. The associated graded ring gr DX

is a sheaf of commutative algebras over OX, which is canonically regarded as a
subalgebra of π∗OT ∗X, where π : T ∗X → X denotes the cotangent bundle of X.

Note that we have obvious analogies of the contents of Section 1.2, 1.3. In
particular, we have an equivalence

�X ⊗OX
(•) : Mod(DX) −→ Mod(D

op
X )

between the categories Mod(DX), Mod(D
op
X ) of left and right DX-modules, respec-

tively. Moreover, for a morphism f : X → Y of complex manifolds we have
a (DX, f −1DY )-bimodule DX→Y = OX ⊗f −1OY

f −1DY and an (f −1DY , DX)-

bimodule DY←X = �X ⊗OX
DX→Y ⊗f −1OY

f −1�⊗−1
Y . We say that a DX-module

is an integrable connection on X if it is locally free over OX of finite rank.

Notation 4.1.1. We denote by Conn(X) the category of integrable connections on the
complex manifold X.

We have an analogy of Theorem 1.4.10. In particular, Conn(X) is an abelian
category.

The following result is fundamental in the theory of analytic D-modules.

Theorem 4.1.2.
(i) DX is a coherent sheaf of rings.

(ii) For any x ∈ X the stalk DX,x is a noetherian ring with left and right global
dimensions dim X.

The statement (i) follows from the corresponding fact for OX due to Oka, and (ii)
is proved similarly to the algebraic case.

We can define the notion of a good filtration on a coherent DX-module as in
Section 2.1. We remark that in our analytic situation a good filtration on a coherent
DX-module exists only locally. In fact, there is an example of a coherent DX-module
which does not admit a global good filtration. Nevertheless, this local existence of
a good filtration is sufficient for many purposes. For example, we can define the
characteristic variety Ch(M) of a coherent DX-module M as follows. For an open
subset U of X such that M|U admits a good filtration F we have a coherent OT ∗U -

module ˜grF (M|U ) := OT ∗U ⊗
π−1

U gr DU
π−1

U grF M|U , where πU : T ∗U → U

denotes the projection. Then the characteristic variety Ch(M) is defined to be the

closed subvariety of T ∗X such that Ch(M) ∩ T ∗U = supp( ˜grF (M|U )) for any U

and F as above. It is shown to be well defined by Proposition D.1.3.
As in the algebraic case we have the following.
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Theorem 4.1.3. For any coherent DX-module M its characteristic variety Ch(M) is
involutive with respect to the canonical symplectic structure of the cotangent bun-
dle T ∗X. In particular, for any irreducible component � of Ch(M), we have that
dim � ≥ dim X.

We say that a coherent DX-module M is holonomic if it satisfies

dim Ch(M) ≤ dim X.

Notation 4.1.4.
(i) We denote by Modc(DX) (resp. Modh(DX)) the category of coherent (resp.

holonomic) DX-modules.
(ii) We denote by Db

c (DX) (resp. Db
h(DX)) the subcategory of Db(DX) consisting

of M · ∈ Db(DX) satisfying Hi(M ·) ∈ Modc(DX) (resp. Modh(DX)) for any i.

As in Section 2.6 we can define the duality functor DX : Db
c (DX) → Db

c (DX)op

satisfying D2
X � Id by

DXM · = RHomDX
(M ·, DX ⊗OX

�⊗−1
X [dX]).

All of the arguments in Section 2.6 are also valid for analytic D-modules. In particular,
DX induces DX : Modh(DX) → Modh(DX)op.

Let f : X → Y be a morphism of complex manifolds. The functors

Lf ∗ : Db(DY ) → Db(DX) (M · �→ DX→Y ⊗L
f −1DY

f −1M ·),

f † : Db(DY ) → Db(DX) (M · �→ Lf ∗M ·[dX − dY ])
are called the inverse image functors. Note that the boundedness of Lf ∗M · follows
from Theorem 4.1.2 (ii). The notion that f : X → Y is non-characteristic with
respect to a coherent DY -module M is defined similarly to the algebraic case, and we
have the following analogy of Theorems 2.4.6 and 2.7.1.

Theorem 4.1.5. Let f : X → Y be a morphism of complex manifolds and let M be
a coherent DY -module. Assume that f is non-characteristic with respect to M .

(i) Hj (Lf ∗M) = 0 for ∀j 	= 0.
(ii) H 0(Lf ∗M) is a coherent DY -module.

(iii) Ch(H 0(Lf ∗M)) ⊂ ρf �−1
f (Ch(M)).

(iv) DX(Lf ∗M) � Lf ∗(DY M).

Here, ρf : X ×Y T ∗Y → T ∗X and �f : X ×Y T ∗Y → T ∗Y are the canonical
morphisms.

The proof is more or less the same as that for Theorem 2.4.6, 2.7.1.
For a morphism f : X → Y of complex manifolds we can also define the direct

image functor∫
f

: Db(DX) → Db(DY ) (M · �→ Rf∗(DY←X ⊗L
DX

M ·)).
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The fact that
∫

f
preserves the boundedness can be proved as follows. By decomposing

f into a composite of a closed embedding and a projection we may assume that f

is either a closed embedding or a projection. The case of a closed embedding is
easy. Assume that f : X = Y × Z → Y is a projection. We may assume that
M · = M ∈ Mod(DX). As in the algebraic case we have

∫
f

M = Rf∗(DRX/Y M),
where DRX/Y M is the relative de Rham complex defined similarly to the algebraic
case. Then the assertion follows from the well-known fact that Rif∗(K) = 0 unless
0 ≤ i ≤ 2 dim Z for any sheaf K on X (see, e.g., [KS2, Proposition 3.2.2]).

We have the following analogy of Theorem 2.5.1, Theorem 2.7.2.

Theorem 4.1.6. Let f : X → Y be a proper morphism of complex manifolds. Assume
that a coherent DX-module M admits a good filtration locally on Y .

(i)
∫

f
M ∈ Db

c (DY ).

(ii)
∫

f
DXM � DY

∫
f

M .

The proof of this result is rather involved and omitted (see Kashiwara [Kas18]).
In the situation where f : X → Y comes from a proper morphism of smooth
algebraic varieties and M is associated to an algebraic coherent D-module (in the
sense of Section 4.7 below) the statements (i) and (ii) in Theorem 4.1.6 follow from
Theorem 2.5.1, Theorem 2.7.2, respectively, in view of Proposition 4.7.2 (ii) below.
We also point out that if f is a projective morphism of complex manifolds, the proof
of Theorem 4.1.6 is more or less the same as that of Theorem 2.5.1, 2.7.2.

In the algebraic case holonomicity is preserved under the inverse and direct im-
ages; however, in our analytic situation this is true for inverse images but not for
general direct images.

Theorem 4.1.7. Let f : X → Y be a morphism of complex manifolds, and let M be
a holonomic DY -module. Then we have Lf ∗M ∈ Db

h(DX).

Theorem 4.1.8. Let f : X → Y be a proper morphism of complex manifolds. Assume
that a holonomic DX-module M admits a good filtration locally on Y . Then we have∫

f
M ∈ Db

h(DY ).

Theorem 4.1.7 is proved using the theory of b-functions (see Kashiwara [Kas7]),
and Theorem 4.1.8 can be proved using Ch(

∫
f

M) ⊂ �f ρ−1
f (Ch(M)) and some

results from symplectic geometry. The proofs are omitted. We note that in both
theorems if we only consider the situation where f comes from a morphism of smooth
algebraic varieties and M is associated to an algebraic holonomic D-module, then
they are consequences of the corresponding facts on algebraic D-modules in view of
Proposition 4.7.2 below.

Example 4.1.9. Let us give an example so that the holonomicity is not preserved
by the direct image with respect to a non-proper morphism of complex manifolds
even if it comes from a morphism of smooth algebraic varieties. Set X = C \ {0},
Y = C and let x be the canonical coordinate of Y = C. Let j : X → Y be the
embedding. We regard it as a morphism of algebraic varieties. If we regard it as a
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morphism of complex manifolds, we denote it by j an : Xan → Y an. Then we have
H 0(

∫
j
OX) = j∗OX and H 0(

∫
j an OXan ) = j an∗ OXan . Note that j∗OX = OY [x−1] is

holonomic, while j an∗ OXan contains non-meromorphic functions like exp(x−1) and is
much larger than OY an [x−1]. The DY an -module OY an [x−1] is holonomic; however,
j an∗ OXan is not even a coherent DY an -module.

For a closed submanifold X of a complex manifold Y we denote by ModX
c (DY )

(resp. ModX
h (DY )) the category of coherent (resp. holonomic) DY -modules whose

support is contained in X. Kashiwara’s equivalence also holds in the analytic situation.

Theorem 4.1.10. Let i : X ↪→ Y be a closed embedding of complex manifolds. Then
the functor

∫
i

induces equivalences

Modc(DX)
∼−→ ModX

c (DY ),

Modh(DX)
∼−→ ModX

h (DY )

of categories.

The proof is more or less the same as that of the corresponding result on algebraic
D-modules.

4.2 Solution complexes and de Rham functors

Let X be a complex manifold. For M · ∈ Db(DX) we set{
DRX M · := �X ⊗L

DX
M ·

SolX M · := RHomDX
(M ·, OX).

We call DRX M · ∈ Db(CX) (resp. SolX M · ∈ Db(CX)) the de Rham complex (resp.
the solution complex) of M · ∈ Db(DX). Then DRX(•) and SolX(•) define functors

DRX : Db(DX) −→ Db(CX),

SolX : Db(DX) −→ Db(CX)op.

As we have explained in the introduction, a motivation for introducing the solution
complexes SolX M · = RHomDX

(M ·, OX) came from the theory of linear partial dif-
ferential equations. In fact, for a coherent DX-module M the sheaf HomDX

(M, OX)

(on X) is the sheaf of holomorphic solutions to the system of linear PDEs correspond-
ing to M .

By (an analogue in the analytic situation of) Proposition 2.6.14 we have the
following.

Proposition 4.2.1. For M · ∈ Db
c (DX) we have

DRX(M ·) � RHomDX
(OX, M ·)[dX] � SolX(DXM ·)[dX].
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Hence properties of SolX can be deduced from those of DRX. The functor DRX

has the advantage that it can be computed using a resolution of the right DX-module
�X. In fact, similar to Lemma 1.5.27 we have a locally free resolution

0 → �0
X ⊗OX

DX→ · · · →�
dX

X ⊗OX
DX→�X → 0

of the right DX-module �X. It follows that for M ∈ Mod(DX) the object
DRX(M)[−dX] of the derived category is represented by the complex

�·
X ⊗OX

M =
[
�0

X ⊗OX
M→ · · · →�

dX

X ⊗OX
M
]

,

where
dp : �

p
X ⊗OX

M −→ �
p+1
X ⊗OX

M

is given by

dp(ω ⊗ s) = dω ⊗ s +
∑

i

dxi ∧ ω ⊗ ∂is (ω ∈ �
p
X, s ∈ M)

({xi, ∂i} is a local coordinate system of X).
Let us consider the case where M is an integrable connection of rank m (a coherent

DX-module which is locally free of rank m over OX). In this case the 0th cohomology
sheaf L := H 0(�·

X ⊗OX
M) � HomDX

(OX, M) of �·
X ⊗OX

M coincides with the
kernel of the sheaf homomorphism

d0 = ∇ : M � �0
X ⊗OX

M −→ �1
X ⊗OX

M,

which is the sheaf

M∇ = {s ∈ M | ∇s = 0} = {s ∈ M | �Xs = 0}
of horizontal sections of the integrable connection M . It is a locally free CX-module
of rank m by the classical Frobenius theorem.

Definition 4.2.2. We call a locally free CX-module of finite rank a local system on X.

Notation 4.2.3. We denote by Loc(X) the category of local systems on X.

Using the local system L = M∇ we have a DX-linear isomorphism OX ⊗CX
L �

M . Conversely, for a local system L we can define an integrable connection M by
M = OX ⊗CX

L and ∇ = d ⊗ idL : OX ⊗CX
L � �0

X ⊗OX
M → �1

X ⊗CX
L �

�1
X ⊗OX

M such that M∇ � L. As a result, the category of integrable connections
on X is equivalent to that of local systems on X.

integrable connections on X ←→ local systems on X

Under the identification OX ⊗CX
L � M , the differentials in the complex �·

X ⊗OX
M

are written explicitly by
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d ⊗ idL : �
p
X ⊗CX

L −→ �
p+1
X ⊗CX

L.

Therefore, the higher cohomology groups Hi(�·
X ⊗OX

M) (i ≥ 1) of the complex
�·

X ⊗OX
M vanish by the holomorphic Poincaré lemma, and we get finally a quasi-

isomorphism �·
X ⊗OX

M � L = M∇ for an integrable connection M . We have
obtained the following.

Theorem 4.2.4. Let M be an integrable connection of rank m on a complex manifold
X. Then Hi(DRX(M)) = 0 for i 	= −dX, and H−dX(DRX(M)) is a local system on
X. Moreover, we have an equivalence

H−dX(DRX(•)) : Conn(X) −→∼ Loc(X)

of categories.

Theorem 4.2.5. Let f : X → Y be a morphism of complex manifolds. For M · ∈
Db(DX) we have an isomorphism

Rf∗ DRX M · � DRY

∫
f

M ·

in Db(CY )

Proof. By

DRY

∫
f

M · = �Y ⊗L
DY

Rf∗(DY←X ⊗L
DX

M ·)

� Rf∗
(
f −1�Y ⊗L

f −1DY
DY←X ⊗L

DX
M ·),

Rf∗ DRX M = Rf∗(�X ⊗L
DX

M).

It is sufficient to show �X � f −1�Y ⊗L
f −1DY

DY←X. This follows easily from
Lemma 1.3.4. ��

4.3 Cauchy–Kowalevski–Kashiwara theorem

The following classical theorem due to Cauchy–Kowalevski is one of the most fun-
damental results in the theory of PDEs.

Theorem 4.3.1 (Cauchy–Kowalevski). Let X be an open subset of Cn with a local
coordinate {zi, ∂i}1≤i≤n, and let Y be the hypersurface of X defined by Y = {z1 = 0}.
Let P ∈ DX be a differential operator of order m ≥ 0 on X such that Y is non-
characteristic with respect to P (this notion is defined similarly to the algebraic
case, see Example 2.4.4). Then for any holomorphic function v ∈ OX defined on an
open neighborhood of Y and any m-tuple (u0, . . . , um−1) ∈ O⊕m

Y of holomorphic



106 4 Analytic D-Modules and the de Rham Functor

functions on Y , there exists a unique holomorphic solution u ∈ OX defined on an
open neighborhood of Y to the Cauchy problem{

Pu = v,

∂
j

1 u|Y = uj (j = 0, 1, . . . , m − 1).

For X, Y, P as in Theorem 4.3.1 let f : Y → X be the inclusion and set
M = DX/DXP . By Theorem 4.1.5 we have Hi(Lf ∗M) = 0 for i 	= 0. Set
MY = H 0(Lf ∗M). Then Theorem 4.3.1 implies in particular that the natural mor-
phism

f −1HomDX
(M, OX)

� {u ∈ OX|Y | Pu = 0} −→ O⊕m
Y � HomDY

(MY , OY ).�� ��
u �−→ (u|Y , ∂1u|Y , . . . , ∂m−1

1 u|Y )

obtained by taking the first m-traces of u ∈ OX|Y is an isomorphism (see Exam-
ple 2.4.4).

In this section we will give a generalization of this result due to Kashiwara. We
first note that results in Section 2.4 for algebraic D-modules can be formulated in the
framework of analytic D-modules and proved similarly to the algebraic case. Let
f : Y → X be a morphism of complex manifolds. For any coherent DX-module M

we can construct a canonical morphism

f −1HomDX
(M, OX) −→ Homf −1DX

(f −1M, f −1OX)

−→ HomDY
(OY ⊗f −1OX

f −1M, OY ⊗f −1OX
f −1OX)

� HomDY
(OY ⊗f −1OX

f −1M, OY ),

which extends the above trace map in the classical case. The corresponding morphism

f −1 SolX(M)
(
= f −1RHomDX

(M, OX)
)

−→ SolY (Lf ∗M)
(= RHomDY

(Lf ∗M, OY )
)

in the derived category Db(CY ) can be also constructed similarly. The following
theorem is a vast generalization of the Cauchy–Kowalevski theorem.

Theorem 4.3.2 (Kashiwara [Kas1]). Let f : Y → X be a morphism of complex
manifolds. Assume that f is non-characteristic for a coherent DX-module M . Then
we have

f −1 SolX(M) −→∼ SolY (Lf ∗M). (4.3.1)

Proof. As in the proof of Theorem 2.4.6 we can reduce the problem to the case when
Y is a hypersurface in X. Since the problem is local, we may assume that X and Y

are as in Theorem 4.3.1. By an analogue (in the analytic situation) of Lemma 2.4.7
we have an exact sequence of coherent DX-modules



4.4 Cauchy problems and micro-supports 107

0 −→ K −→ L −→ M −→ 0

where L = ⊕r
i=1 DX/DXPi and Y is non-characteristic with respect to each Pi . By

the classical Cauchy–Kowalevski theorem (Theorem 4.3.1) we have an isomorphism

f −1RHomDX
(L, OX) −→∼ RHomDY

(LY , OY ).

for L. Now consider the commutative diagram

0 −→f −1HomDX
(M, OX) −−−−→ f −1HomDX

(L, OX)−→
A

⏐⏐	 �
⏐⏐	

0 −→ HomDY
(MY , OY ) −−−−→ HomDY

(LY , OY ) −→

f −1HomDX
(K, OX) −−−−→ f −1Ext1

DX
(M, OX) −−−−→ f −1Ext1

DX
(L, OX)

B

⏐⏐	 ⏐⏐	 �
⏐⏐	

HomDY
(KY , OY ) −−−−→ Ext1

DY
(MY , OY ) −−−−→ Ext1

DY
(LY , OY )

with exact rows. We see from this that the morphism A is injective. It implies that
the canonical morphism

f −1HomDX
(N, OX) → HomDY

(NY , OY )

is injective for any coherent DX-module N with respect to which Y is non-
characteristic. In particular, the morphism B is injective because Y is non-character-
istic with respect to K . Hence by the five lemma, the morphism A is an isomorphism.
Consequently B is also an isomorphism by applying the same argument to K instead
of M . Repeating this argument we finally obtain the quasi-isomorphism

f −1RHomDX
(M, OX) −→∼ RHomDY

(MY , OY ).

This completes the proof. ��
By Theorem 4.1.5 (iv), Proposition 4.2.1, and Theorem 4.3.2 we have the follow-

ing.

Corollary 4.3.3. Let f : Y → X be a morphism of complex manifolds. Assume that
f is non-characteristic for a coherent DX-module M . Then we have

DRY (Lf ∗M) � f −1 DRX(M)[dY − dX].

4.4 Cauchy problems and micro-supports

Theorem 4.3.2 has been extended into several directions. For example, we refer
to [DS1], [Is]. Indeed, the methods used in the proof of Theorem 2.4.6 (see also



108 4 Analytic D-Modules and the de Rham Functor

Theorem 4.1.5) and Theorem 4.3.2 have many interesting applications. We can prove
various results for general systems of linear PDEs by reducing the problems to those
for single equations. Let us give an example. Denote by XR the underlying real
manifold of X. Then we have a natural isomorphism T ∗XR � (T ∗X)R. For a point
p ∈ T ∗

x XR take a real-valued C1-function φ : XR −→ R such that dφ(x) = p (here
dφ is the real differential of φ) and denote by ∂φ(x) ∈ T ∗

x X its holomorphic part.
Then by this identification T ∗XR � (T ∗X)R. The point p ∈ T ∗

x XR corresponds to
∂φ(x) ∈ T ∗

x X. As for a more intrinsic construction of the isomorphism T ∗XR �
(T ∗X)R, see Kashiwara–Schapira [KS2, Section 11.1].

Theorem 4.4.1. Let φ : X −→ R be a real-valued C∞-function on X such that
S = {z ∈ X | φ(z) = 0} ⊂ X is a real smooth hypersurface and � =
{z ∈ X | φ(z) < 0} ⊂ X is Stein. Identifying T ∗X with T ∗XR as above, assume that
a coherent DX-module M satisfies the condition Ch(M) ∩ T ∗

S (XR) ⊂ T ∗
XX. Then

for S+ = {z ∈ X | φ(z) ≥ 0} we have[
R�S+RHomDX

(M, OX)
]
S

� 0.

Proof. Since we have[
R�S+RHomDX

(M, OX)
]
S

� RHomDX
(M, H 1[R�S+(OX)

]
S
[−1])

and H 1
[
R�S+(OX)

]
S

� [
��(OX)/OX

]
S

, the assertion for single equations M =
DX/DXP is just an interpretation of the classical result in Theorem 4.4.2 below. The
general case can be proved by reducing the problem to the case of single equations
in the same way as in the proof of Theorem 4.3.2. ��
Theorem 4.4.2. Let φ : X −→ R be a real-valued C∞-function on X such that
S = {z ∈ X | φ(z) = 0} ⊂ X is a real smooth hypersurface and set
� = {z ∈ X | φ(z) < 0}. For a differential operator P ∈ DX assume the condition:
σ(P )(z; ∂φ(z)) 	= 0 for any z ∈ S. Then we have the following:

(i) (Zerner [Z]) Let f be a holomorphic function on � such that Pf extends holomor-
phically across S = ∂� in a neighborhood of z ∈ S. Then f is also holomorphic
in a neighborhood of z.

(ii) (Bony–Schapira [BS]) For any z ∈ S = ∂� the morphism P : ��(OX)z −→
��(OX)z is surjective.

Corollary 4.4.3. Let M , φ, S as in Theorem 4.4.1. Then we have an isomorphism

HomDX
(M, OX)�̄ −→∼ ��HomDX

(M, OX).

That is, any holomorphic solution to M on � extends across S as a holomorphic
solution to M .

Proof. Consider the cohomology long exact sequence associated to the distinguished
triangle
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R�S+(RHomDX
(M, OX)) −→ RHomDX

(M, OX)

−→ R��(RHomDX
(M, OX))

+1−→
and apply Theorem 4.4.1. ��

It is well known that Theorem 4.4.1 is true for arbitrary real-valued C∞-function
φ : X −→ R such that S = {z ∈ X | φ(z) = 0} is smooth. Namely, we do
not have to assume that � = {z ∈ X | φ(z) < 0} is Stein. For the proof of this
generalization of Theorem 4.4.1, see Kashiwara–Schapira [KS2, Theorem 11.3.3].
This remarkable result was a motivation for introducing the notion of micro-supports
in Kashiwara–Schapira [KS1], [KS2].

Definition 4.4.4. Let X be a real C∞-manifold and F˙ ∈ Db(CX). We define a closed
R>0-invariant subset SS(F˙) of T ∗X as follows:

p0 = (x0, ξ0) /∈ T ∗X

⇐⇒ There exists an open neighborhood U of p0 in T ∗X such that for any
x ∈ X and any C∞-function φ : X −→ R satisfying φ(x) = 0 and
(x, grad φ(x)) ∈ U we have R�{φ≥0}(F˙)x � 0.

We call SS(F˙) the micro-support of F .̇

Note that the notion of micro-supports was recently generalized to that of truncated
micro-supports in [KFS]. As we see in the next theorem, using micro-supports we can
reconstruct the characteristic variety of a coherent DX-module M from its solution
complex RHomDX

(M, OX).

Theorem 4.4.5 (Kashiwara–Schapira [KS1]). Let X be a complex manifold and M

a coherent DX-module. Then under the natural identification (T ∗X)R � T ∗XR,
we have

Ch(M) = SS(RHomDX
(M, OX)).

The inclusion Ch(M) ⊃ SS(RHomDX
(M, OX)) is just an interpretation of The-

orem 4.4.1 and its generalization in Kashiwara–Schapira [KS2, Theorem 11.3.3].
The proof of the inverse inclusion is much more difficult and requires the theory of
microdifferential operators. See [KS1, Theorem 10.1.1]. Combining Theorem 4.4.1
(or its generalization in [KS2, Theorem 11.3.3]) with Kashiwara’s non-characteristic
deformation lemma (Theorem C.3.6 in Appendix C), we obtain various global ex-
tension theorems for holomorphic solution complexes RHomDX

(M, OX) as in the
following theorem.

Theorem 4.4.6. Let X be a complex manifold, {�t }t∈R a family of relatively compact
Stein open subsets of X such that ∂�t is a C∞-hypersurface in XR for any t ∈ R,
and M a coherent DX-module. Identifying (T ∗X)R with T ∗XR assume the following
conditions:

(i) For any pair s < t of real numbers, �s ⊂ �t .
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(ii) For any t ∈ R, �t = ⋃
s<t �s .

(iii) For any t ∈ R,
⋂

s>t (�s \ �t) = ∂�t and Ch(M) ∩ T ∗
∂�t

(XR) ⊂ T ∗
XX.

Then we have an isomorphism

R�
(⋃

s∈R

�s, RHomDX
(M, OX)

)
−→∼ R�(�t , RHomDX

(M, OX))

for any t ∈ R.

This result will be effectively used in the proof of Kashiwara’s constructibility
theorem later.

4.5 Constructible sheaves

In this section we recall basic facts concerning constructible sheaves on analytic
spaces and algebraic varieties. For the details of this subject we refer to Dimca [Di],
Goresky–MacPherson [GM2], Kashiwara–Schapira [KS2], Schürmann [Schu], and
Verdier [V1].

For a morphism f : X → Y of analytic spaces we have functors

f −1 : Mod(CY ) → Mod(CX),

f∗ : Mod(CX) → Mod(CY ),

f! : Mod(CX) → Mod(CY ).

The functor f −1 is exact, and the functors f∗, f! are left exact. By taking their derived
functors we obtain functors

f −1 : Db(CY ) → Db(CX),

Rf∗ : Db(CX) → Db(CY ),

Rf! : Db(CX) → Db(CY )

for derived categories, where Db(CX) = Db(Mod(CX)). We also have a functor

f ! : Db(CY ) → Db(CX)

which is right adjoint to Rf!.
Let X be an analytic space. The tensor product gives a functor

(•) ⊗C (•) : Db(CX) × Db(CX) → Db(CX)

sending (K ·, L·) to K · ⊗C L·.

Definition 4.5.1. Let X and Y be analytic spaces. For K · ∈ Db(CX) and L· ∈
Db(CY ) we define K · �C L· ∈ Db(CX×Y ) by

K · �C L· = p−1
1 K · ⊗CX×Y

p−1
2 L·,

where p1 : X × Y → X and p2 : X × Y → Y are projections.
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Definition 4.5.2. For an analytic space X we set

ω·
X = a!

XC ∈ Db(CX),

where aX : X → pt is the unique morphism from X to the one-point space pt. We
call it the dualizing complex of X.

When X is a complex manifold, ωX is isomorphic to CX[2 dim X]. The Verdier
dual DX(F˙) of F˙ ∈ Db(CX) is defined by

DX(F˙) := RHomCX
(F˙, ωX˙) ∈ Db(CX).

It defines a functor
DX : Db(CX) → Db(CX)op.

Recall that a locally finite partition X = ⊔
α∈A Xα of an analytic space X by

locally closed analytic subsets Xα (α ∈ A) is called a stratification of X if, for any
α ∈ A, Xα is smooth (hence a complex manifold) and Xα = �β∈BXβ for a subset B

of A. Each complex manifold Xα for α ∈ A is called a stratum of the stratification
X = ⊔

α∈A Xα .

Definition 4.5.3. Let X be an analytic space. ACX-module F is called a constructible
sheaf on X if there exists a stratification X = ⊔

α∈A Xα of X such that the restriction
F |Xα is a local system on Xα for ∀α ∈ A.

Notation 4.5.4. For an analytic space X we denote by Db
c (X) the full subcategory

of Db(CX) consisting of bounded complexes of CX-modules whose cohomology
groups are constructible.

Example 4.5.5. On the complex plane X = C let us consider the ordinary differential
equation (x d

dx
−λ)u = 0 (λ ∈ C). Denote by OX the sheaf of holomorphic functions

on X and define a subsheaf F ⊂ OX of holomorphic solutions to this ordinary
equation by

F =
{
u ∈ OX

∣∣∣ (x d

dx
− λ

)
u = 0

}
.

Then the sheaf F is constructible with respect to the stratification X = (C−{0})�{0}
of X. Indeed, the restriction F |C−{0} � Cxλ of F to C − {0} is a locally free sheaf
of rank one over CC−{0} and the stalk at 0 ∈ X = C is calculated as follows:

F0 �
{

C λ = 0, 1, 2, . . .

0 otherwise.

For an algebraic variety X we denote the underlying analytic space by Xan. For a
morphism f : X → Y of algebraic varieties we denote the corresponding morphism
for analytic spaces by f an : Xan → Y an. A locally finite partition X = ⊔

α∈A Xα

of an algebraic variety X by locally closed subvarieties Xα (α ∈ A) is called a
stratification of X if for any α ∈ A Xα is smooth and Xα = �β∈BXβ for a subset B

of A. A stratification X = ⊔
α∈A Xα of an algebraic variety X induces a stratification

Xan = ⊔
α∈A Xan

α of the corresponding analytic space Xan.
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Definition 4.5.6. Let X be an algebraic variety. A CXan -module F is called an alge-
braically constructible sheaf if there exists a stratification X = ⊔

α∈A Xα of X such
that F |Xan

α
is a locally constant sheaf on Xan

α for ∀α ∈ A.

Notation 4.5.7.
(i) For an algebraic variety X, we denote by Db

c (X) the full subcategory of Db(CXan)

consisting of bounded complexes of CXan -modules whose cohomology groups
are algebraically constructible (note that Db

c (X) is not a subcategory of Db(CX)

but of Db(CXan)).
(ii) For an algebraic variety X we write ω·

Xan and DXan : Db(CXan ) → Db(CXan )op

simply as ω·
X and DX, respectively, by abuse of notation.

(iii) For a morphism f : X → Y of algebraic varieties we write (f an)−1, (f an)!,
Rf an∗ , Rf an

! as f −1, f !, Rf∗, Rf!, respectively.

Theorem 4.5.8.
(i) Let X be an algebraic variety or an analytic space. Then we have ω·

X ∈ Db
c (X).

Moreover, the functor DX preserves the category Db
c (X) and DX ◦ DX � Id on

Db
c (X).

(ii) Let f : X → Y be a morphism of algebraic varieties or analytic spaces. Then
the functors f −1, and f ! induce

f −1, f ! : Db
c (Y ) −→ Db

c (X),

and we have
f ! = DX ◦ f −1 ◦ DY

on Db
c (Y ).

(iii) Let f : X → Y be a morphism of algebraic varieties or analytic spaces. We
assume that f is proper in the case where f is a morphism of analytic spaces.
Then the functors Rf ∗, Rf ! induce

Rf ∗, Rf ! : Db
c (X) −→ Db

c (Y ),

and we have
Rf! = DY ◦ Rf∗ ◦ DX

on Db
c (X).

(iv) Let X be an algebraic variety or an analytic space. Then the functor (•) ⊗C (•)

induces
(•) ⊗C (•) : Db

c (X) × Db
c (X) −→ Db

c (X).

Proposition 4.5.9.
(i) Let fi : Xi → Yi (i = 1, 2) be a morphism of algebraic varieties or analytic

spaces. Then we have

(f1 × f2)−1(L·
1 �C L·

2) � f −1
1 L·

1 �C f −1
2 L·

2 (L·
i ∈ Db(Yi)), (4.5.1)

(f1 × f2)!(L·
1 �C L·

2) � f !
1L·

1 �C f !
2L·

2 (L·
i ∈ Db

c (Yi)). (4.5.2)
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(ii) Let fi : Xi → Yi (i = 1, 2) be a morphism of algebraic varieties or analytic
spaces. We assume that f is proper in the case where f is a morphism of analytic
spaces. Then we have

R(f1 × f2)!(K ·
1 �C K ·

2) � Rf1!K ·
1 �C Rf2!K ·

2 (K ·
i ∈ Db(Xi)), (4.5.3)

R(f1 × f2)∗(K ·
1 �C K ·

2) � Rf1∗K ·
1 �C Rf2∗K ·

2 (K ·
i ∈ Db

c (Xi)). (4.5.4)

(iii) Let X1, X2 be analytic spaces. Then we have

DX1×X2(K
·
1 �C K ·

2) � DX1(K
·
1) �C DX2(K

·
2) (K ·

i ∈ Db
c (Xi)).

Proof. Note that (4.5.1) follows easily from the definition, and (4.5.3) is a conse-
quence of the projection formula (see Proposition C.2.6). Hence in view of Theo-
rem 4.5.8 we have only to show (iii). Let pi : X1 × X2 → Xi (i = 1, 2) be the
projections. Then we have

DX1×X2(K
·
1 �C K ·

2) � RHom(p−1
1 K ·

1 ⊗C p−1
2 K ·

2, ω·
X1×X2

)

� RHom(p−1
1 K ·

1, RHom(p−1
2 K ·

2, ω·
X1×X2

))

� RHom(p−1
1 K ·

1, DX1×X2p
−1
2 K ·

2)

� RHom(p−1
1 K ·

1, p!
2DX2K

·
2)

� DX1K
·
1 �C DX2K

·
2,

where the last isomorphism is a consequence of [KS1, Proposition 3.4.4]. ��
Definition 4.5.10. Let X be an algebraic variety or an analytic space. An object
F · ∈ Db

c (X) is called a perverse sheaf if we have

dim supp(Hj (F ·)) ≤ −j, dim supp(Hj (DXF ·)) ≤ −j

for any j ∈ Z. We denote by Perv(CX) the full subcategory of Db
c (X) consisting of

perverse sheaves.

We will present a detailed account of the theory of perverse sheaves in Chapter 8.

4.6 Kashiwara’s constructibility theorem

In this section we prove some basic properties of holomorphic solutions to holo-
nomic D-modules. If M is a holonomic DX-module on a complex manifold X, its
holomorphic solution complex SolX(M) = RHomDX

(M, OX) possesses very rigid
structures. Namely, all the cohomology groups of SolX(M) are constructible sheaves
on X. In other words, we have SolX(M) ∈ Db

c (CX) = Db
c (X). This is the famous

constructibility theorem, due to Kashiwara [Kas3]. In particular, we obtain

dim Hj SolX(M)z < +∞
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for ∀j ∈ Z and ∀z ∈ X. Moreover, in his Ph.D. thesis [Kas3], Kashiwara essentially
proved that SolX(M)[dX] satisfies the conditions of perverse sheaves, although the
theory of perverse sheaves did not exist at that time. Let us give a typical example.
Let Y be a complex submanifold of X with codimension d = dX − dY . Then for the
holonomic DX-module M = BY |X (see Example 1.6.4), the complex

SolX(M)[dX] � (CY [−d])[dX] = CY [dY ]
is a perverse sheaf on X. Before giving the proof of Kashiwara’s results, let us
recall the following fact. It was shown by Kashiwara that for any holonomic DX-
module there exists a Whitney stratification X = ⊔

α∈A Xα of X such that Ch(M) ⊂⊔
α∈A T ∗

Xα
X. This follows from the geometric fact that Ch(M) is a C×-invariant

Lagrangian analytic subset of T ∗X (see Theorem E.3.9). Let us fix such a stratification
X = ⊔

α∈A Xα for a holonomic system M .

Proposition 4.6.1. Set F˙ = RHomDX
(M, OX) ∈ Db(CX) = Db(X). Then for

∀j ∈ Z and ∀α ∈ A, Hj (F˙)|Xα is a locally constant sheaf on Xα .

Proof. Let us fix a stratum Xα0 . The problem being local, we may assume

Xα0 = Cn−d = {z1 = · · · = zd = 0} ⊂ X = Cn
z .

It is enough to show that for ∀j ∈ Z and z0 ∈ Xα0 there exists a small open ball
B(z0; ε) in Xα0 centered at z0 such that the restriction map

�(B(z0; ε), Hj (F˙)) −→ Hj (F˙)z

is an isomorphism for ∀z ∈ B(z0; ε). First, let us treat the case when j = 0. Since
the geometric normal structure of the Whitney stratification X = ⊔

α∈A Xα is locally
constant along the stratum Xα0 (the Whitney condition (b)), by Theorem 4.4.6 for each
z ∈ B(z0; ε) we can choose a sufficiently small open neighborhood U of B(z0; ε) in
X so that we have a quasi-isomorphism

R�(U, F˙) −→ Fz .̇ (4.6.1)

Indeed, by SS(F˙) = Ch(M) ⊂ ⊔
α∈A T ∗

Xα
X and the Whitney condition (b) (see

Definition E.3.7) we can find a family of increasing open subsets {�t ⊂ X}t∈(0,1] of
X such that{

(i) �1 = U ,
⋂

t∈(0,1] �t = {z}
(ii) ∂�t is a real C∞-hypersurface in X and T ∗

∂�t
(X) ∩ Ch(M) ⊂ T ∗

XX

(see the figure below).

�
���

�
�
��

���	
��
���

�
	



�

X

Xα0 z

�δ (0 < δ # 1)U = �1

B(z0; ε)
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Since Hj (F˙) = 0 for j < 0, it follows from the quasi-isomorphism (4.6.1) that

�(U, H 0(F˙)) −→∼ H 0(F˙)z.

If we take an inductive limit of the left-hand side by shrinking U , we get the desired
isomorphism

�(B(z0; ε), H 0(F˙)) −→∼ H 0(F˙)z.

This shows that H 0(F˙)|Xα0
is a locally constant sheaf on Xα0 in a neighborhood of

z0 ∈ Xα0 . To prove the corresponding assertion for H 1(F˙)|Xα0
at the given point

z0 ∈ Xα , first choose a sufficiently small open ball B(z0; ε) in Xα0 centered at z0 so
that we have a quasi-isomorphism

R�(B(z0; ε), F˙) −→∼ Fz˙
for ∀z ∈ B(z0; ε). Next setting K = B(z0; ε) and fixing z ∈ B(z0; ε) consider the
morphism of distinguished triangles

R�(K, H 0(F˙)) −−−−→ R�(K, F˙) −−−−→ R�(K, τ�1F˙) +1−−−−→⏐⏐	 �
⏐⏐	 ⏐⏐	

H 0(F˙)z −−−−→ Fz˙ −−−−→ τ�1Fz˙ +1−−−−→ .

Then the leftmost vertical arrow is a quasi-isomorphism, because H 0(F˙)|Xα0
is a

locally constant sheaf on Xα0 and K is contractible. Therefore, the rightmost vertical
arrow is also a quasi-isomorphism:

R�(B(z0; ε), τ�1F˙) −→∼ τ�1Fz .̇

Taking H 1(•) of both sides, we finally get

�(B(z0; ε), H 1(F˙)) −→∼ H 1(F˙)z.

By repeating this argument, we can finally show that for all j ∈ Z, Hj (F˙)|Xα0
is a

locally constant sheaf on Xα for ∀α ∈ A. This completes the proof. ��
Proposition 4.6.2. Let M be a holonomic DX-module. Then for ∀j ∈ Z and ∀z ∈ X

the stalk Hj [RHomDX
(M, OX)]z at z is a finite-dimensional vector space over C.

Proof. Let X = ⊔
α∈A Xα be a Whitney stratification of X such that Ch(M) ⊂⊔

α∈A T ∗
Xα

X. Let us prove our assertion for z ∈ Xα . By the Whitney condition (b)
of the stratification

⊔
α∈A Xα we can take a small positive number δ > 0 such that

T ∗
∂(B(z;ε))X ∩ Ch(M) ⊂ T ∗

XX

for 0 < ∀ε < δ. Here B(z; ε) is an open ball in X centered at z with radius ε.
Therefore, by the non-characteristic deformation lemma (see Theorem 4.4.6) we have
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R�(B(z; ε1), RHomDX
(M, OX)) −→∼ R�(B(z; ε2), RHomDX

(M, OX))

for 0 < ∀ε2 < ∀ε1 < δ. Since the open balls B(z; εi) (i = 1, 2) are Stein, this
quasi-isomorphism can be represented by the morphism

0 −−−−→ OX(B(z; ε1))N0
P1×−−−−→ OX(B(z; ε1))N1

P2×−−−−→ · · ·⏐⏐	 ⏐⏐	
0 −−−−→ OX(B(z; ε2))N0

P1×−−−−→ OX(B(z; ε2))N1
P2×−−−−→ · · ·

between complexes, where Pi is an Ni ×Ni−1 matrix of differential operators. Since
the vertical arrows are compact maps of Fréchet spaces, the resulting cohomology
groups

Hi(B(z; ε1), RHomDX
(M, OX)) −→∼ Hi(B(z; ε2), RHomDX

(M, OX))

are finite dimensional by a standard result in functional analysis. ��
By Proposition 4.2.1, 4.6.1 and 4.6.2 we obtain Kashiwara’s constructibility the-

orem:

Theorem 4.6.3. Let M be a holonomic D-module on a complex manifold X. Then
SolX(M) = RHomDX

(M, OX) and DRX(M) = �X ⊗L

DX

M are objects in the

category Db
c (X).

For a holonomic DX-module M we saw that SolX(M)[dX] and DRX(M) were
constructible sheaves on X. Next we will prove moreover that they are dual to each
other:

DRX(M) −→∼ DX(SolX(M)[dX]),
where DX : Db

c (X) ∼→ Db
c (X) is the Verdier duality functor. For this purpose, recall

that for a point z ∈ X the complex R�{z}(OX)|z satisfies

Hj
(
R�{z}(OX)|z

) � 0 for ∀j 	= dX

and that B∞{z}|X = HdX(R�{z}(OX)|z) is an (FS) type (Fréchet–Schwartz type) topo-
logical vector space. Regarding B∞{z}|X as the space of Sato’s hyperfunctions supported
by the point z ∈ X, we see that the (DFS) type (dual F-S type) topological vector
space (OX)z is a topological dual of B∞{z}|X. The following results were also obtained
in Kashiwara [Kas3].

Proposition 4.6.4. Let M be a holonomic DX-module. Then

(i) For ∀z ∈ X and ∀i ∈ Z, Exti
DX

(M, B∞{z}|X) is a finite-dimensional vector space
over C.

(ii) For ∀z ∈ X and ∀i ∈ Z, the vector spaces H−i (DRX(M)z) andExti
DX

(M, B∞{z}|X)

are dual to each other.
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(iii) DRX(M) −→∼ DX(SolX(M)[dX]).
Proof. (i) Since RHomDX

(M, B∞{z}|X) = R�{z}RHomDX
(M, OX)[dX] and the func-

tor R�{z}(•) preserves the constructibility, the result follows.
(ii) Let us take a locally free resolution

0 −→ D
Nk

X −→ · · · ×P2−−→ D
N1
X

×P1−−→ D
N0
X −→ M −→ 0

of M on an open neighborhood of z ∈ X, where Pi is a Ni×Ni−1 matrix of differential
operators acting on the right of D

Ni

X . Then we get

DRX(M) = [
0 −→ (�X)Nk −→ · · · ×P2−−→ (�X)N1

×P1−−→ (�X)N0 −→ 0
]
,

RHomDX
(M, B∞{z}|X)

= [
0 −→ B∞{z}|X

N0 P1×−−→ B∞{z}|X
N1 P2×−−→ · · · −→ B∞{z}|X

Nk −→ 0
]
.

Taking a local coordinate and identifying �X with OX, we also have

DRX(M)z = [ · · · P ∗
2 ×−−→ (OX)N1

z

P ∗
1 ×−−→ (OX)N0

z −→ 0
]
,

where P ∗
i is a formal adjoint of Pi . Because (OX)z and B∞{z}|X are topological dual

to each other, and both DRX(M)z and RHomDX
(M, B∞{z}|X) have finite-dimensional

cohomology groups, we obtain the duality isomorphism[
H−i (DRX(M)z)

]∗ � Exti
DX

(M, B∞{z}|X).

(iii) Since CX � RHomDX
(OX, OX), we have a natural morphism

DRX(M) = RHomDX
(OX, M)[dX]

∃−→ RHomCX

(
RHomDX

(M, OX), RHomDX
(OX, OX)

)[dX]
� RHomCX

(
SolX(M)[dX], CX

)[2dX]
� DX(SolX(M)[dX]).

Our task is to prove DRX(M)z � DX(SolX(M)[dX])z for ∀z ∈ X. Indeed, by (ii),
we get the following chain of isomorphisms for i{z} : {z} ↪→ X:

DX(SolX(M)[dX])z = i−1
{z} DX(SolX(M)[dX])

� D{pt}i!{z}(SolX(M)[dX])
� [

RHomDX
(M, R�{z}(OX)[dX])]∗

� [
RHomDX

(M, B∞{z}|X)
]∗

� DRX(M)z.

This completes the proof. ��
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Corollary 4.6.5. Let M be a holonomic DX-module and DXM its dual. Then we
have isomorphisms{

DX(DRX(M)) � DRX(DXM)

DX(SolX(M)[dX]) � SolX(DXM)[dX].
Proof. The results follow immediately from Proposition 4.6.4 and the formula
DRX(DXM) � SolX(M)[dX]. ��
Theorem 4.6.6. Let X be a complex manifold and M a holonomic D-module on it.
Then SolX(M)[dX] = RHomDX

(M, OX)[dX] and DRX(M) = �X ⊗L

DX

M are

perverse sheaves on X.

Proof. By DRX(M) � SolX(DXM)[dX], it is sufficient to prove that F˙ =
SolX(M)[dX] is a perverse sheaf for any holonomic DX-module M . Moreover, since
we have DX(SolX(M)[dX]) � SolX(DXM)[dX] by Corollary 4.6.5, we have only to
prove that dim supp(Hj (F˙)) ≤ −j for ∀j ∈ Z. Let us take a Whitney stratification
X = ⊔

α∈A Xα of X such that Ch(M) ⊂ ⊔
α∈A T ∗

Xα
X and set iXα : Xα ↪−→ X for

α ∈ A. Then by Proposition 4.6.1 the complex i−1
Xα

F˙ of sheaves on Xα has locally

constant cohomology groups for ∀α ∈ A. For j ∈ Z set Z = supp Hj (F˙). Then Z is
a union of connected components of strata Xα’s. We need to prove dim Z = dZ ≤ −j .
Choose a smooth point z of Z contained in a stratum Xα such that dim Xα = dim Z

and take a germ of complex submanifold Y of X at z which intersects with Z transver-
sally at z ∈ Z (dim Y = dY = dX − dZ). We can choose the pair (z, Y ) so that Y is
non-characteristic for M , because for the Whitney stratification X = ⊔

α∈A Xα we
have the estimate Ch(M) ⊂ ⊔

α∈A T ∗
Xα

X. Therefore, by the Cauchy–Kowalevski–
Kashiwara theorem (Theorem 4.3.2), we obtain

F˙|Y = RHomDX
(M, OX)|Y [dX]

� RHomDY
(MY , OY )[dX].

Our assumption Hj (F˙)z 	= 0 implies Ext
j+dX

DY
(MY , OY )z 	= 0. On the other hand,

by Theorem 4.1.2 and

RHomDY
(MY , OY ) � RHomDY

(MY , DY ) ⊗L

DY
OY ,

we have Exti
DY

(MY , OY ) = 0 for ∀i > dY . Hence we must have j + dX ≤ dY ⇐⇒
dZ = dX − dY ≤ −j . This completes the proof. ��

Let M be a holonomic DX-module as before. Then Kashiwara’s constructibility
theorem implies that for any point x ∈ X the local Euler–Poincaré index

χx[SolX(M)] :=
∑
i∈Z

(−1)i dim Exti
DX

(M, OX)x

of SolX(M) at x is a finite number (an integer). An important problem is to express
this local Euler–Poincaré index in terms of geometric invariants of M . This problem
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was solved by Kashiwara [Kas8] and its solution has many applications in various
fields of mathematics.

Let us briefly explain this result. First take a Whitney stratification X = ⊔
α∈A Xα

of X such that Ch(M) ⊂ ⊔
α∈A T ∗

Xα
X. Next denote by mα ∈ Z≥0 the multiplicity of

the coherent OT ∗X-module g̃rF M = OT ∗X ⊗π−1 grF DX
π−1(grF M) along T ∗

Xα
X,

where F is a good filtration of M and π : T ∗X → X is the projection. Then the
characteristic cycle CC(M) of the (analytic) holonomic DX-module M is defined by

CC(M) :=
∑
α∈A

mα[T ∗
Xα

X].

This is a Lagrangian cycle in T ∗X. Finally, for an analytic subset S ⊂ X denote
by EuS : S → Z the Euler obstruction of S, which is introduced by Kashiwara
[Kas2], [Kas8] and MacPherson [Mac] independently. Recall that for any Whitney
stratification of S the Euler obstruction EuS is a locally constant function on each
stratum (and on the regular part of S, the value of EuS is one). Then we have

Theorem 4.6.7 (Kashiwara [Kas2], [Kas8]). For any x ∈ X the local Euler–
Poincaré index χx[SolX(M)] of the solution complex SolX(M) at x is given by

χx[SolX(M)] =
∑

x∈Xα

(−1)cα mα · EuXα
(x),

where cα is the codimension of the stratum Xα in X.

Kashiwara’s local index theorem for holonomic D-modules was a starting point
of intensive activities in the last decades. The global index theorem was obtained
by Dubson [Du] and its generalization to real constructible sheaves was proved by
Kashiwara [Kas11] (see also Kashiwara–Schapira [KS2] for the details). As for
further developments of the theory of index theorems, see, for example, [BMM],
[Gi], [Gui], [SS], [SV], [Tk1]. Note also that Euler obstructions play a central role in
the study of characteristic classes of singular varieties (see [Mac], [Sab1]).

4.7 Analytic D-modules associated to algebraic D-modules

Recall that for an algebraic variety X we denote by Xan the corresponding analytic
space. We have a morphism ι = ιX : Xan → X of topological spaces, and a
morphism ι−1OX → OXan of sheaves of rings. In other words we have a morphism
(Xan, OXan ) → (X, OX) of ringed spaces.

Assume that X is a smooth algebraic variety. Then Xan is a complex manifold,
and we have a canonical morphism

ι−1DX → DXan

of sheaves of rings satisfying
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DXan � OXan ⊗ι−1OX
ι−1DX � ι−1DX ⊗ι−1OX

OXan .

Hence we obtain a functor

(•)an : Mod(DX) → Mod(DXan )

sending M ∈ Mod(DX) to Man := DXan ⊗ι−1DX
ι−1M ∈ Mod(DXan ). Since DXan

is faithfully flat over ι−1DX, this functor is exact and extends to a functor

(•)an : Db(DX) → Db(DXan )

between derived categories. Note that (•)an induces

(•)an : Modc(DX) → Modc(DXan ), (•)an : Db(DX) → Db(DXan ).

We will sometimes write (M ·)an = DXan ⊗DX
M · by abuse of notation.

The following is easily verified.

Proposition 4.7.1. For M · ∈ Db
c (DX) we have (DXM ·)an � DXan (M ·)an.

Proposition 4.7.2. Let f : X → Y be a morphism of smooth algebraic varieties.

(i) For M · ∈ Db(DY ) we have (f †M ·)an � (f an)†(M ·)an.
(ii) For M · ∈ Db(DX) we have a canonical morphism (

∫
f

M ·)an → ∫
f an (M ·)an.

This morphism is an isomorphism if f is proper and M · ∈ Db
c (DX).

Proof. The proof of (i) is easy and omitted.
Let us show (ii). First note that there exists a canonical morphism

(f an)−1DY an ⊗
(f an)−1ι−1

Y DY
ι−1
X DY←X → DY an←Xan .

Indeed, it is obtained by applying the side-changing operation to

ι−1
X DX→Y ⊗

(f an)−1ι−1
Y DY

(f an)−1DY an

= ι−1
X OX ⊗

(f an)−1ι−1
Y OY

(f an)−1DY an

�
(
ι−1
X OX ⊗

(f an)−1ι−1
Y OY

(f an)−1OY an

)
⊗(f an)−1OY an (f an)−1DY an

→ OXan ⊗(f an)−1OY an (f an)−1DY an

= DXan→Y an

(note ιY ◦ f an = f ◦ ιX). Next note that there exists a canonical morphism

ι−1
Y Rf∗K · → Rf an∗ ι−1

X K ·

for any K · ∈ Db(f −1DY ). Indeed, it is obtained as the image of Id for

Hom
ι−1
X f −1DY

(ι−1
X K ·, ι−1

X K ·) � Homf −1DY
(K ·, RιX∗ι−1

X K ·)
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→ HomDY
(Rf∗K ·, Rf∗RιX∗ι−1

X K ·)
� HomDY

(Rf∗K ·, RιY∗Rf an∗ ι−1
X K ·)

� Hom
ι−1
Y DY

(ι−1
Y Rf∗K ·, Rf an∗ ι−1

X K ·).

Then we obtain(∫
f

M ·)an = DY an ⊗
ι−1
Y DY

ι−1
Y Rf∗(DY←X ⊗L

DX
M ·)

→ DY an ⊗
ι−1
Y DY

Rf an∗ ι−1
X (DY←X ⊗L

DX
M ·)

→ Rf an∗
(

(f an)−1DY an ⊗L

(f an)−1ι−1
Y DY

ι−1
X DY←X ⊗L

ι−1
X DX

ι−1
X M ·

)
→ Rf an∗

(
DY an←Xan ⊗L

ι−1
X DX

ι−1
X M ·

)
→ Rf an∗

(
DY an←Xan ⊗L

DXan DXan ⊗L

ι−1
X DX

ι−1
X M ·

)
=
∫

f an
(M ·)an.

It remains to show that (
∫

f
M ·)an → ∫

f an (M ·)an is an isomorphism if f is proper. We
may assume that f is either a closed embedding or a projection f : X = Y ×Pn → Y .
The case of a closed embedding is easy and omitted. Assume that f is a projection
f : X = Y × Pn → Y . We may also assume that M · = M ∈ Modc(DX). In this
case we have (∫

f

M
)an = OY an ⊗

ι−1
Y OY

Rf∗(DRX/Y (M)),∫
f an

Man = Rf an∗ (DRXan/Y an (Man)),

and hence it is sufficient to show that

OY an ⊗
ι−1
Y OY

Rf∗(DRX/Y (M)k) � Rf an∗ (DRXan/Y an (Man)k)

for each k. Since DRX/Y (M)k is a quasi-coherent OX-module satisfying

OXan ⊗
ι−1
X OX

DRX/Y (M)k � DRXan/Y an (Man)k,

this follows from the GAGA-principle. ��
For a smooth algebraic variety X we define functors

DRX : Db(DX) −→ Db(CXan ),

SolX : Db(DX) −→ Db(CXan )op
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by

DRX(M ·) := DRXan ((M ·)an) = �Xan ⊗L
DXan (M ·)an,

SolX(M ·) := SolXan ((M ·)an) = RHomDXan ((M ·)an, OXan ).

Remark 4.7.3. It is not a good idea to consider �X ⊗L
DX

M · and RHomDX
(OX, M ·)

for a smooth algebraic variety X as the following example suggests. Regard X = C
as an algebraic variety, and set M = DX/DX( d

dx
− λ) for λ ∈ C \ Z. Then we

easily see that DRX(M) � CXan [1] and SolX(M) � CXan , while �X ⊗L
DX

M =
RHomDX

(OX, M)[1] = 0. This comes from the fact that the differential equation
du
dx

= λu has a holomorphic solution exp(λx) ∈ OXan which does not belong to OX.

By Proposition 4.2.1 and Proposition 4.7.1 we have the following.

Proposition 4.7.4. Let X be a smooth algebraic variety. For M · ∈ Db
c (DX) we have

DRX(M ·) � RHomDXan (OXan , (M ·)an)[dX] � SolX(DXM ·)[dX].
By Theorem 4.2.5 and Proposition 4.7.2 we have the following.

Proposition 4.7.5. Let f : X → Y be a morphism of smooth algebraic varieties.
For M · ∈ Db

c (DX) there exists a canonical morphism

DRY (

∫
f

M) → Rf∗(DRX(M ·)).

This morphism is an isomorphism if f is proper.

By Corollary 4.3.3 and Proposition 4.7.2 we have the following.

Proposition 4.7.6. Let f : X → Y be a morphism of smooth algebraic varieties.
Assume that f is non-characteristic for a coherent DY -module M . Then we have

DRX(Lf ∗M) � f −1 DRY (M)[dX − dY ].
The following is a special case of Kashiwara’s constructibility theorem for analytic

holonomic D-modules. Here we present another proof following Bernstein [Ber3]
for the convenience of readers who wants a shortcut for algebraic D-modules.

Theorem 4.7.7. For M · ∈ Db
h(DX) we have DRX(M ·), SolX(M ·) ∈ Db

c (X).

Proof. By Proposition 4.7.4 we have only to show the assertion on DRX(M ·). More-
over, we may assume that M · = M ∈ Modh(DX). By Proposition 3.1.6 M is
generically an integrable connection, and hence DRX(M) is generically a local sys-
tem up to a shift of degrees. Hence there exists an open dense subset U of X such
that DRU (M|U ) ∈ Db

c (U). Therefore, it is sufficient to show the following.

Claim. Let M ∈ Modh(DX), and assume that DRU (M|U ) ∈ Db
c (U) for an open

dense subset U of X. Then there exists an open dense subset Y of X \ U such that
DRU∪Y (M|U∪Y ) ∈ Db

c (U ∪ Y ).



4.7 Analytic D-modules associated to algebraic D-modules 123

For each irreducible component Z of X\U there exists an étale morphism f from
an open subset V of X onto an open subset V ′ of An such that V ∩ (X \ U) (resp.
V ′∩An−k) is an open dense subset of Z (resp. An−k) and f −1(V ′∩An−k) = V ∩(X\
U), where 0 < k ≤ n and An−k is identified with the subset {0} × An−k of An (see
Theorem A.5.3). Since f is an étale morphism, DRV (M|V ) ∈ Db

c (V ) if and only if

f∗(DRV (M|V )) ∈ Db
c (V ′). Moreover, we have f∗(DRV (M|V )) = DRV ′(

∫ 0
f

(M|V ))

by Proposition 4.7.5. Hence we may assume from the beginning that X is an open
subset of An, X\U = X∩An−k , and X∩An−k is dense in An−k . Set T = X∩An−k .
By shrinking X if necessary we may assume that X is an open subset of Ak × T .

Now we regard Ak as an open subset of Pk . Set S = (Pk ×T )\X. Then we have
Pk × T = S � U � T , X = U � T , and S and T are closed subsets of Pk × T . Let
p : Pk × T → T be the projection and let jX : X → Pk × T , jU : U → Pk × T ,
jS : S → Pk × T , jT : T → Pk × T be the embeddings. Set N · = ∫

jX
M ,

K · = DRPk×T (N ·). By applying Rp∗(= Rp!) to the distinguished triangle

jU !j−1
U K · −→ K · −→ jS!j−1

S K · ⊕ jT !j−1
T K · +1−→

we obtain a distinguished triangle

R(p ◦ jU )!j−1
U K · −→ Rp∗K · −→ R(p ◦ jS)!j−1

S K · ⊕ R(p ◦ jT )!j−1
T K · +1−→ .

By j−1
U K · � DRU (M|U ) ∈ Db

c (U) we have R(p ◦ jU )!j−1
U K · ∈ Db

c (T ). By
Proposition 4.7.5 we have

Rp∗K · = Rp∗ DRPk×T (N ·) � DRT (

∫
p

N ·).

By
∫

p
N · ∈ Db

h(DT ) there exists an open dense subset Y of T such that Rp∗K ·|Y an ∈
Db

c (Y ). It follows from the above distinguished triangle that R(p ◦ jT )!j−1
T K ·|Y an ∈

Db
c (Y ). By p ◦ jT = id we have R(p ◦ jT )!j−1

T K · � i−1 DRX(M), where
i : T → X is the embedding. Thus i−1 DRX(M)|Y an ∈ Db

c (Y ). Hence we have
DRU∪Y (M|U∪Y ) ∈ Db

c (U ∪ Y ). The proof is complete. ��
The technique used in the proof of Theorem 4.7.7 also allows us to prove the

following results.

Proposition 4.7.8. Let X and Y be smooth algebraic varieties. For M · ∈ Db
c (DX)

and N · ∈ Db
c (DY ) we have a canonical morphism

DRX(M ·) �C DRY (N ·) → DRX×Y (M · � N ·).

This morphism is an isomorphism if M · ∈ Db
h(DX) or N · ∈ Db

h(DY ).

Proposition 4.7.9. Let X be a smooth algebraic variety. For M · ∈ Db
c (DX) we have

canonical morphisms
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DRX(DXM ·) → DX(DRX(M ·)),
SolX(DXM ·)[dX] → DX(SolX(M ·)[dX]).

These morphisms are isomorphisms if M · ∈ Db
h(DX).

Proof of Proposition 4.7.8. Let M · ∈ Db
c (DX) and N · ∈ Db

c (DX). By

(M · � N ·)an � DXan×Y an ⊗L
DXan �CDY an

((M ·)an �C (N ·)an)

we have

DRX×Y (M · � N ·) � �Xan×Y an ⊗L
DXan �CDY an

((M ·)an �C (N ·)an).

On the other hand we have

DRX(M ·) �C DRY (N ·) � (�Xan ⊗L
DXan (M ·)an) �C (�Y an ⊗L

DY an (N ·)an)

� (�Xan �C �Y an ) ⊗L
DXan �CDY an

((M ·)an �C (N ·)an).

Hence the canonical morphism �Xan �C �Y an → �Xan×Y an induces a canonical
morphism

DRX(M ·) �C DRY (N ·) → DRX×Y (M · � N ·).

Let us show that this morphism is an isomorphism if either M · ∈ Db
h(DX) or

N · ∈ Db
h(DY ). By symmetry we can only deal with the case M · ∈ Db

h(DX).
We first show it when M · is an integrable connection. In this case we have

(M ·)an � OXan ⊗CXan K for a local system K on Xan and we have DRX(M ·) �
K[dX]. Then we have

(M · � N ·)an � p−1
1 K ⊗CXan×Y an (OX � N ·)an � p−1

1 K ⊗CXan×Y an (p∗
2N ·)an,

where p1 : X × Y → X and p2 : X × Y → Y are projections. Hence we have

DRX×Y (M · � N ·) � p−1
1 K ⊗CXan×Y an DRX×Y (p∗

2N ·)
� p−1

1 K ⊗CXan×Y an p−1
2 DRY (N ·)[dX]

� DRX(M ·) �C DRY (N ·)

by Proposition 4.7.6.
Finally, we consider the general case. We may assume that M · = M ∈

Modh(DX). Since M is generically an integrable connection, there exists an open
subset U of X such that the canonical morphism

DRU (M|U ) �C DRY (N ·) → DRU×Y ((M|U ) � N ·)

is an isomorphism. Therefore, it is sufficient to show the following.
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Claim. Assume that the canonical morphism

DRU (M|U ) �C DRY (N ·) → DRU×Y ((M|U ) � N ·)

is an isomorphism for an open dense subset U of X. Then there exists an open dense
subset Z of X \ U such that

DRU∪Z(M|U∪Z) �C DRY (N ·) → DR(U∪Z)×Y ((M|U∪Z) � N ·)

is an isomorphism.

This can be proved similarly to the claim in Theorem 4.7.7. The details are
omitted. ��
Proof of Proposition 4.7.9. By Proposition 4.7.4 it is sufficient to show that there
exists a canonical morphism

SolX(M ·) → DX(DRX(M ·))[−dX] (M · ∈ Db
c (DX)),

which turns out to be an isomorphism for M · ∈ Db
h(DX).

Let M · ∈ Db
c (DX). Then we have a canonical morphism

RHomDXan (OXan , (M ·)an) ⊗CXan RHomDXan ((M ·)an, OXan )

→ RHomDXan (OXan , OXan ).

By

RHomDXan (OXan , (M ·)an) � DRX(M)[−dX],
RHomDXan ((M ·)an, OXan ) � SolX(M),

RHomDXan (OXan , OXan ) � CXan ,

we obtain
DRX(M) ⊗CXan SolX(M) → CXan [dX].

Hence there exists a canonical morphism

SolX(M) → RHomCXan (DRX(M), CXan [dX])(� DX(DRX(M ·))[−dX]).

Let us show that this morphism is an isomorphism for M · ∈ Db
h(DX). We

may assume that M · = M ∈ Modh(DX). If M is an integrable connection, then
we have Man � OXan ⊗CXan K for a local system K on Xan, and SolX(M) �
HomCXan (K, CXan ), DRX(M) � K[dX]. Hence the assertion is obvious in this
case. Let us consider the general case M ∈ Modh(DX). Since M is generically an
integrable connection, there exists an open subset U of X such that the canonical
morphism

SolU (M ·|U ) → DU (DRU (M ·|U ))[−dX]
is an isomorphism. Therefore, it is sufficient to show the following.



126 4 Analytic D-Modules and the de Rham Functor

Claim. Assume that the canonical morphism

SolU (M ·|U ) → DU (DRU (M ·|U ))[−dX]
is an isomorphism for an open dense subset U of X. Then there exists an open dense
subset Y of X \ U such that

SolU∪Y (M ·|U∪Y ) → DU∪Y (DRU∪Y (M ·|U∪Y ))[−dX]
is an isomorphism.

This can be proved similarly to the claim in Theorem 4.7.7. Details are omitted.
��



5

Theory of Meromorphic Connections

In this chapter we present several important results on meromorphic connections such
as the Riemann–Hilbert correspondence for regular meromorphic connections due to
Deligne. In subsequent chapters these results will be effectively used to establish
various properties of regular holonomic systems.

5.1 Meromorphic connections in the one-dimensional case

5.1.1 Systems of ODEs and meromorphic connections

We start from the classical theory of ordinary differential equations (we call them
ODEs for short). We always consider the problem in an open neighborhood of
x = 0 ∈ C. Here the complex plane C is considered as a complex manifold and we
use only the classical topology in this subsection and the next. Set O = (OC)0 and
denote by K its quotient field. Then K is the field of meromorphic functions with
possible poles at x = 0. Note that O and K are identified with the ring of convergent
power series C{{x}} at x = 0 and its quotient field C{{x}}[x−1], respectively.

For a matrix A(x) = (aij (x)) ∈ Mn(K) let us consider the system of ODEs

d

dx

→
u (x) = A(x)

→
u (x), (5.1.1)

where
→
u (x) = t (u1(x), u2(x), . . . , un(x)) is a column vector of unknown functions.

Setting
→
v (x) = T −1→

u (x) for an invertible matrix T = T (x) ∈ GLn(K) (5.1.1) is
rewritten as

d

dx

→
v (x) =

(
T −1AT − T −1 d

dx
T
)→

v (x).

Therefore, we say that two systems

d

dx

→
u (x) = A(x)

→
u (x) (A(x) ∈ Mn(K))
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and
d

dx

→
v (x) = B(x)

→
v (x) (B(x) ∈ Mn(K))

are equivalent if there exists T ∈ GLn(K) such that B = T −1AT − T −1 d
dx

T .
As solutions to (5.1.1) we consider holomorphic (but possibly multivalued) solu-

tions on a punctured disk B∗
ε = {x ∈ C | 0 < |x| < ε}, where ε is a sufficiently small

positive number. Namely, let K̃ denote the ring consisting of possibly multivalued
holomorphic functions defined on a punctured disk B∗

ε for a sufficiently small ε > 0.

Then we say that
→
u (x) = t (u1(x), u2(x), . . . , un(x)) is a solution to (5.1.1) if it

belongs to K̃n and satisfies (5.1.1).
Let us now reformulate these classical notions by the modern language of mero-

morphic connections.

Definition 5.1.1.
(i) Let M be a finite-dimensional vector space M over K endowed with a C-linear

map ∇ : M → M . Then M (or more precisely the pair (M, ∇)) is called a
meromorphic connection (at x = 0) if it satisfies the condition

∇(f u) = df

dx
u + f ∇u (f ∈ K, u ∈ M). (5.1.2)

(ii) Let (M, ∇) and (N, ∇) be meromorphic connections. A K-linear map ϕ : M →
N is called a morphism of meromorphic connections if it satisfies ϕ ◦∇ = ∇ ◦ϕ.
In this case we write ϕ : (M, ∇) → (N, ∇).

Remark 5.1.2. The condition (5.1.2) can be replaced with the weaker one

∇(f u) = df

dx
u + f ∇u (f ∈ O, u ∈ M). (5.1.3)

Indeed, if the condition (5.1.3) holds, then for f ∈ O \ {0}, g ∈ O, u ∈ M , we have

∇(gu) = ∇(ff −1gu) = f ′f −1gu + f ∇(f −1gu)

and hence

∇(f −1gu) = −f −2f ′gu + f −1∇(gu) = (−f −2f ′g + f −1g′)u + f −1g∇u

= (f −1g)′u + f −1g∇u.

Meromorphic connections naturally form an abelian category. Note that for a
meromorphic connection (M, ∇) the vector space M is a left (DC)0-module by the
action d

dx
u = ∇u (u ∈ M). Note also that ∇ is uniquely extended to an element of

EndC(K̃ ⊗K M) satisfying

∇(f u) = df

dx
u + f ∇u (f ∈ K̃, u ∈ M),

and K̃ ⊗K M is also a left (DC)0-module. We say that u ∈ K̃ ⊗K M is a horizontal
section of (M, ∇) if it satisfies ∇u = 0.
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Let (M, ∇) be a meromorphic connection and choose a K-basis {ei}1≤i≤n of M .
Then the matrix A(x) = (aij (x)) ∈ Mn(K) defined by

∇ej = −
n∑

i=1

aij (x)ei (5.1.4)

is called the connection matrix of (M, ∇) with respect to the basis {ei}1≤i≤n. In terms
of this basis the action of ∇ is described by

∇
(

n∑
i=1

uiei

)
=

n∑
i=1

(dui

dx
−

n∑
j=1

aij uj

)
ei .

Hence the condition ∇u = 0 for u = ∑n
i=1 uiei ∈ K̃ ⊗K M is equivalent to the

equation
d

dx

→
u (x) = A(x)

→
u (x) (5.1.5)

for
→
u (x) = t (u1(x), . . . , un(x)) ∈ K̃n. We have seen that to each meromorphic

connection (M, ∇) endowed with a K-basis {ei}1≤i≤n of M we can associate a system
(5.1.5) of ODEs and that the horizontal sections of (M, ∇) correspond to solutions of
(5.1.5). Conversely, to any A = (aij (x)) ∈ Mn(K) we can associate a meromorphic
connection (MA, ∇A) given by

MA =
n⊕

i=1

Kei, ∇ej = −
n∑

i=1

aij (x)ei .

Under this correspondence we easily see the following.

Lemma 5.1.3. Two systems of ODEs

d

dx

→
u (x) = A1(x)

→
u (x) (A1(x) ∈ Mn(K))

and
d

dx

→
v (x) = A2(x)

→
v (x) (A2(x) ∈ Mn(K))

are equivalent if and only if the associated meromorphic connections (MA1 , ∇A1)

and (MA2 , ∇A2) are isomorphic.

Let (M1, ∇1), (M2, ∇2) be meromorphic connections. Then M1 ⊗K M2 and
HomK(M1, M2) are endowed with structures of meromorphic connections by{

∇(u1 ⊗ u2) = ∇1u1 ⊗ u2 + u1 ⊗ ∇2u2

(∇φ)(u1) = ∇2(φ(u1)) − φ(∇1u1)

(φ ∈ HomK(M1, M2), ui ∈ Mi).
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Note that the one-dimensional K-module K is naturally endowed with a struc-
ture of a meromorphic connection by ∇f = df

dx
. In particular, for a meromorphic

connection (M, ∇), the dual space M∗ = HomK(M, K) is endowed with a structure
of meromorphic connection by

〈∇φ, u〉 = d

dx
〈φ, u〉 − 〈φ, ∇u〉 (φ ∈ M∗, u ∈ M).

If A = (aij (x)) ∈ Mn(K) is the connection matrix of M with respect to a K-basis
{e1, e2, . . . , en} of M , then the connection matrix A∗ of M∗ with respect to the dual
basis {e∗

1, e∗
2, . . . , e∗

n} is given by A∗ = −tA.

5.1.2 Meromorphic connections with regular singularities

For an open interval (a, b) ⊂ R and ε > 0 we set

Sε
(a,b) = {x | 0 < |x| < ε, arg(x) ∈ (a, b)}.

It is a subset of (the universal covering of) C \ {0} called an open angular sector. We
say that a function f ∈ K̃ is said to have moderate growth (or to be in the Nilsson
class) at x = 0 if it satisfies the following condition:{

For any open interval (a, b) ⊂ R and ε > 0 such that f is defined on Sε
(a,b)

there exist C > 0 and N � 0 such that |f (x)| ≤ C |x|−N for ∀x ∈ Sε
(a,b).

We denote K̃mod the set of f ∈ K̃ which have moderate growth at x = 0. Note
that in the case where f is single-valued f has moderate growth if and only if it is
meromorphic.

Let us consider a system of ODEs:

d

dx

→
u (x) = A(x)

→
u (x) (5.1.6)

for A(x) = (aij (x)) ∈ Mn(K). It is well known in the theory of linear ODEs that the

set of solutions
→
u ∈ K̃n to (5.1.6) forms a vector space of dimension n over C. Let

us take n linearly independent solutions
→
u 1(x),

→
u 2(x), . . . ,

→
u n(x) to this equation.

Then the matrix S(x) = (
→
u 1(x),

→
u 2(x), . . . ,

→
u n(x)) is called a fundamental solution

matrix of (5.1.6). Since the analytic continuation of S(x) along a circle around
x = 0 ∈ C is again a solution matrix of (5.1.6), there exists an invertible matrix
G ∈ GLn(C) such that

lim
t→2π

S(e
√−1t x) = S(x)G.

The matrix G is called the monodromy matrix of the equation (5.1.6). Let us
take a matrix � ∈ Mn(C) such that exp(2π

√−1�) = G and set T (x) :=
S(x) exp(−� log(x)). Then we can easily check that the entries of T (x) are single-
valued functions. Thus we obtained a decomposition S(x) = T (x) exp(� log(x)) of
S(x), in which the last part exp(� log(x)) has the same monodromy as that of S(x).

The following well-known fact is fundamental. We present its proof for the sake
of the reader’s convenience.
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Theorem 5.1.4. The following three conditions on the system (5.1.6) are equivalent:

(i) The system (5.1.6) is equivalent to the system

d

dx

→
v (x) = �(x)

x

→
v (x)

for some �(x) ∈ Mn(O).
(ii) The system (5.1.6) is equivalent to the system

d

dx

→
v (x) = �

x

→
v (x)

for some � ∈ Mn(C).
(iii) All solutions to (5.1.6) in K̃n belong to (K̃mod)n.

Proof. First, let us prove the part (iii) ⇒ (ii). Since the entries of a fundamental solu-
tion matrix S(x) = T (x) exp(� log(x)) and exp(−� log(x)) have moderate growth
at x = 0, the product matrix S(x) exp(−� log(x)) = T (x) has the same property.
Therefore, the entries of T (x) must be meromorphic functions, i.e., T (x) ∈ GLn(K).
If we set v(x) = T −1(x)u(x), then we can easily verify that the system (5.1.6) is
equivalent to

d

dx

→
v (x) = �

x

→
v (x).

The part (ii) ⇒ (i) is trivial. Finally, let us prove (i) ⇒ (iii). We prove that a

holomorphic solution
→
v (x) = t (v1(x), v2(x), . . . , vn(x)) to the system

d

dx

→
v (x) = �(x)

x

→
v (x) (�(x) ∈ Mn(O))

has moderate growth at x = 0. Set x = reiθ ∈ C× (r ≥ 0, θ ∈ R). Then there exists
C > 0 such that we have∣∣∣∣ ∂

∂r
vi(reiθ )

∣∣∣∣ =
∣∣∣∣dvi

dx
(x)

∣∣∣∣ ≤ C

r

∥∥→
v (x)

∥∥
for each i = 1, 2, . . . , n. Here for

→
a = t (a1, a2, . . . , an) ∈ C we set ‖→

a ‖ :=√∑n
i=1 |ai |2. Let r0 > 0 be a fixed positive real number. For 0 <∀ r < r0 and

∀θ ∈ R we have

→
v (r0eiθ ) − →

v (reiθ ) =
∫ r0

r

∂

∂s

→
v (seiθ ) ds,

and hence ∥∥→
v (reiθ )

∥∥ ≤ ∥∥→
v (r0eiθ )

∥∥+
∥∥∥∥∫ r0

r

∂

∂s

→
v (seiθ ) ds

∥∥∥∥
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≤ ∥∥→
v (r0eiθ )

∥∥+
√√√√ n∑

i=1

(∫ r0

r

∣∣∣∣ ∂

∂s
vi(seiθ )

∣∣∣∣ ds

)2

≤ ∥∥→
v (r0eiθ )

∥∥+ √
n

∫ r0

r

C

s

∥∥→
v (seiθ )

∥∥ ds.

Therefore, by Gronwall’s inequality there exists C1, C2 > 0 and N � 0 such that∥∥→
v (reiθ )

∥∥ ≤ C1

( r0

r

)√
nC ≤ C2 |x|−N ,

which implies that vi(x) (i = 1, 2, . . . , n) have moderate growth at x = 0. ��
On a neighborhood of x = 0 in C consider an ordinary differential equation

P(x, ∂) u = 0

(
P(x, ∂) =

n∑
i=0

ai(x)∂i, ∂ = d

dx

)
,

where ai(x) is holomorphic on a neighborhood of x = 0 (⇔ ai ∈ O) and an(x) is
not identically zero (i.e., the order of P(x, ∂) is n). We can rewrite P in the form

P(x, ∂) =
n∑

i=0

bi(x)θ i, bi(x) ∈ K

with bn(x) 	= 0, where θ = x∂ . Recall the following classical result.

Theorem 5.1.5 (Fuchs, 1866). For P as above the following conditions are equiv-
alent:

(i) All solutions to the ODE
P(x, ∂) u = 0 (5.1.7)

belong to K̃mod .
(ii) We have ordx=0(ai/an) ≥ −(n − i) for 0 ≤ ∀i ≤ n, where ordx=0 denotes the

order of zeros at x = 0.
(iii) bi/bn are holomorphic for 0 ≤ ∀i ≤ n.

This fact will not be used in the rest of this book. Here we only show (iii) ⇒ (i)
by using Theorem 5.1.4 (The equivalence of (ii) and (iii) is easy. For the proof of
(i) ⇒ (iii), see, e.g., [Bor3, Chapter III]). We associate to (5.1.7) a system of ODEs

d

dx

→
u (x) = 1

x
�(x)

→
u (x), (5.1.8)

for

�(x) =

⎛⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
0 0 1 · · · 0

· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
0 0 0 · · · 1

− b0
bn

− b1
bn

− b2
bn

· · · − bn−1
bn

⎞⎟⎟⎟⎟⎟⎟⎠ ∈ Mn(K).
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Then u is a solution to (5.1.7) if and only if
→
u = t (u, θu, θ2u, . . . , θn−1u) is a

solution to (5.1.8). Since bi/bn are holomorphic, we see by Theorem 5.1.4 that any
solution u to (5.1.7) belongs to K̃mod. The proof of (iii) ⇒ (i) is complete.

Definition 5.1.6. We say that a meromorphic connection (M, ∇) at x = 0 is regular
if there exists a finitely generated O-submodule L ⊂ M which is stable by the action
of θ = x∇ (i.e., θL ⊂ L) and generates M over K . We call such an O-submodule L

an O-lattice of (M, ∇).

Lemma 5.1.7. Let (M, ∇) be a regular meromorphic connection. Then any O-lattice
L of (M, ∇) is a free O-module of rank dimK M .

Proof. Since L is a torsion free finitely generated module over the principal ideal
domain O, it is free of finite-rank. Hence it is sufficient to show that the canonical
homomorphism K ⊗O L → M is an isomorphism. The surjectivity is clear. To show
the injectivity take a free basis {ei}1≤i≤n of L. It is sufficient to show that {ei}1≤i≤n

is linearly independent over K . Assume
∑n

i=1 fiei = 0 for fi ∈ K . For N � 0 we
have ai := xNfi ∈ O for any i = 1, . . . , n. Then from

∑n
i=1 aiei = 0 we obtain

ai = 0, and hence fi = 0. ��
By this lemma we easily see that a meromorphic connection (M, ∇) is regular if

and only if there exists a K-basis {ei}1≤i≤n of M such that the associated system of
ODEs is of the form

d

dx

→
u (x) = �(x)

x

→
u (x) (�(x) ∈ Mn(O)).

In particular, we have the following by Theorem 5.1.4.

Proposition 5.1.8. A meromorphic connection (M, ∇) is regular if and only if all of
its horizontal sections belong to K̃mod ⊗K M .

Proposition 5.1.9. For a meromorphic connection (M, ∇) at x = 0, the following
three conditions are equivalent:

(i) (M, ∇) is regular.
(ii) For any u ∈ M there exists a finitely generated O-submodule L of M such

that u ∈ L and θL ⊂ L, i.e., M is a union of θ -stable finitely generated O-
submodules.

(iii) For any u ∈ M there exists a polynomial

F(t) = tm + a1tm−1 + · · · + am ∈ O[t]
such that F(θ)u = 0.

Proof. (i) ⇒ (ii): Let L ⊂ M be an O-lattice of (M, ∇). Then M = ⋃
N≥0 x−NL

and each x−NL is a θ -stable finitely generated O-submodule of M .
(ii) ⇒ (i): Take a K-basis e1, e2, . . . , en of M and choose a family of θ -stable

finitely generated O-submodules Li of M such that ei ∈ Li . Then the sum L =∑n
i=1 Li ⊂ M is an O-lattice of (M, ∇).
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(ii) ⇒ (iii): Take a θ -stable finitely generated O-submodule L ⊂ M such that
u ∈ L, and set

Li = Ou + Oθu + · · · + Oθi−1u.

Then L1 ⊂ L2 ⊂ · · · is an increasing sequence of O-submodules of L. Since L

is noetherian over O, there exists m � 0 such that
⋃

i≥1 Li = Lm. The condition
Lm+1 = Lm implies that

θmu = −
m−1∑
i=0

am−iθ
iu

for some ai ∈ O.
(iii) ⇒ (ii): It is easily seen that

L = Ou + Oθu + · · · + Oθm−1u ⊂ M

satisfies the desired property. ��
Proposition 5.1.10. Let

0 −→ (M1, ∇1) −→ (M2, ∇2) −→ (M3, ∇3) −→ 0

be an exact sequence of meromorphic connections. Then (M2, ∇2) is regular if and
only if (M1, ∇1) and (M3, ∇3) are regular.

Proof. By the condition (iii) of Proposition 5.1.9 (M1, ∇1) and (M3, ∇3) are regular
if (M2, ∇2) is regular. Let us prove the converse. For u ∈ M2 there exist m ≥ 0 and
ai ∈ O (1 ≤ i ≤ m) such that

(θm + a1θm−1 + · · · + am)u ∈ M1

by the regularity of (M3, ∇3). Also by the regularity of (M1, ∇1) there exist m′ ≥ 0
and bj ∈ O (1 ≤ j ≤ m′) such that

(θm′ + b1θm′−1 + · · · + bm′)(θm + a1θm−1 + · · · + am)u = 0.

We can rewrite

(θm′ + b1θm′−1 + · · · + bm′)(θm + a1θm−1 + · · · + am)

in the form
θm+m′ + c1θm+m′−1 + · · · + cm+m′

where ci ∈ O. Hence (M2, ∇2) is regular. ��
The following result can be easily checked by examining the connection matrices.

Proposition 5.1.11. Assume that M and N are regular meromorphic connections.
Then HomK(M, N) and M ⊗K N are also regular meromorphic connections.
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5.1.3 Regularity of D-modules on algebraic curves

We also have the notion of meromorphic connections in the algebraic category. In
the algebraic situation the ring O = C{{x}} is replaced by the stalk OC,p, where C

is a smooth algebraic curve and p is a point of C. We denote by KC,p the quotient
field of OC,p. Note that OC,p is a discrete valuation ring and hence a principal ideal
domain.

Definition 5.1.12. Let C, p be as above.

(i) Let M be a finite-dimensional KC,p-module and let ∇ : M → �1
C,p ⊗OC,p

M(�
(KC,p ⊗OC,p

�1
C,p) ⊗KC,p

M) be a C-linear map. The pair (M, ∇) is called an
algebraic meromorphic connection at p ∈ C if

∇(f u) = df ⊗ u + f ∇u (f ∈ KC,p, u ∈ M).

(ii) By a morphism ϕ : (M, ∇) → (N, ∇) of algebraic meromorphic connections at
p ∈ C we mean a KC,p-linear map ϕ : M → N satisfying ∇ ◦ϕ = (id ⊗ϕ)◦∇.

Algebraic meromorphic connections at p ∈ C naturally form an abelian category.
Choose a local parameter x ∈ OC,p at p and set ∂ = d

dx
. Then we have KC,p =

OC,p[x−1]. Identifying �1
C,p with OC,p by OC,p 
 f ↔ f dx ∈ �1

C,p an algebraic
meromorphic connection at p ∈ C is a finite-dimensional KC,p-module endowed
with a C-linear map ∇ : M → M satisfying

∇(f u) = df

dx
u + f ∇u (f ∈ KC,p, u ∈ M).

Definition 5.1.13. An algebraic meromorphic connection (M, ∇) at p ∈ C is called
regular if there exists a finitely generated OC,p-submodule L of M such that M =
KC,pL and x∇(L) ⊂ �1

C,p ⊗OC,p
L for some (and hence any) local parameter x at

p. We call such an OC,p-submodule L an OC,p-lattice of (M, ∇).

Algebraic meromorphic connections share some basic properties with analytic
ones discussed in Section 5.1.1. For example, Proposition 5.1.7, 5.1.9 and 5.1.10
remain valid also in the algebraic category.

Lemma 5.1.14. Let (M, ∇) be an algebraic meromorphic connection at p ∈ C.
Choose a local parameter x at p, and denote by (Man, ∇) the corresponding (analytic)
meromorphic connection at x = 0, i.e., Man = C{{x}}[x−1] ⊗KC,p

M . Then (M, ∇)

is regular if and only if (Man, ∇) is as well.

Proof. We identify �1
C,p with OC,p via the local parameter x.

Assume that (M, ∇) is regular. Take an OC,p-lattice L of (M, ∇). Then we easily
see that C{{x}} ⊗OC,p

L is an C{{x}}-lattice of (Man, ∇). Hence (Man, ∇) is regular.
Assume that (Man, ∇) is regular. Let us take a finitely generated OC,p-submodule

L0 of M which generates M over KC,p. By Proposition 5.1.9 any finitely generated
C{{x}}-submodule of Man is contained in a θ -stable finitely generated C{{x}}-module.
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Therefore, L0 and hence L = OC,p[θ ]L0 must be contained in a θ -stable finitely
generated C{{x}}-module. Then Lan = C{{x}} ⊗O L is also finitely generated over
C{{x}}. Since C{{x}} is faithfully flat over OC,p, this implies the finiteness of L over
OC,p. Hence (M, ∇) is regular. ��

Let us globalize the above definition of regularity. Let M be an integrable con-
nection on an algebraic curve C. Take a smooth completion C of C and denote by
j : C ↪→ C the open embedding. Note that C is unique up to isomorphisms because
C is a curve. Let us consider the DC-module j∗M = ∫

j
M (note that Hi(

∫
j

M) = 0
for i 	= 0 since j is affine open embedding). Since M is locally free over OC , it
is free on a non-trivial (Zariski) open subset U = C \ V of C, where V consists of
finitely many points. Hence j∗M|C\V is also free over j∗OC |C\V . In particular j∗M

is locally free over j∗OC (of finite rank). Let p ∈ C \ C. Then the stalk (j∗M)p

is a free module over KC,p = (j∗OC)p. Since (j∗M)p is a DC,p-module, it is nat-

urally endowed with a structure of an algebraic meromorphic connection at p ∈ C

by ∇(m) = dx ⊗ ∂m, where x is a local parameter at p and ∂ = d
dx

. We call this
DC-module j∗M the algebraic meromorphic extension of M .

Definition 5.1.15. Let M be an integrable connection on a smooth algebraic curve C.
For a boundary point p ∈ C \ C we say that M has regular singularity at p (or p is a
regular singular point of M) if the algebraic meromorphic connection ((j∗M)p, ∇) is
regular. Moreover, an integrable connection M on C is called regular if it has regular
singularity at any boundary point p ∈ C \ C.

The following is easily checked.

Lemma 5.1.16. Let M be an integrable connection on C. Then for any open subset
U of C the restriction M|U has regular singularity at any point of C \ U .

By Proposition 5.1.10 and Lemma 5.1.14 we easily see the following.

Lemma 5.1.17. Let
0 −→ M1 −→ M2 −→ M3 −→ 0

be an exact sequence of integrable connections on C. Then M2 is regular if and only
if M1 and M3 are regular.

Lemma 5.1.18. Let M and N be regular integrable connections on C. Then the
integrable connections M ⊗OC

N and HomOC
(M, N) are also regular.

Proof. For p ∈ C \ C we have (j∗(M ⊗OC
N))p � (j∗M)p ⊗KC,p

(j∗N)p and
(j∗HomOC

(M, N))p � HomKC,p
((j∗M)p, (j∗N)p). Hence the assertion follows

from Proposition 5.1.11 and Lemma 5.1.14. ��
Lemma 5.1.19. Let V be a subset of C \ C and set C′ = C � V . We denote by
j : C → C′ the embedding. For each point p ∈ V we fix a local parameter xp and
set θp = xp

d
dxp

. Then the following three conditions on an integrable connection M

on C are equivalent:
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(i) M has regular singularity at any p ∈ V .
(ii) j∗M is a union of coherent OC′ -submodules which are stable under the action

of θp for any p ∈ V .
(iii) There exists a coherent DC′ -module M ′ such that M ′ |C� M and M ′ is a union of

coherent OC′ -submodules which are stable under the action of θp for any p ∈ V .

Proof. (i) ⇒ (ii): For p ∈ V take an OC′,p-lattice Lp of ((j∗M)p, ∇). Then x−i
p Lp

is also an OC′,p-lattice of ((j∗M)p, ∇), and we have (j∗M)p = ⋃
i x−i

p Lp. Note that
there exists an open subset Up of C � {p} containing p such that x−i

p Lp is extended
to a coherent OUp -submodule Li

p of j∗M|Up satisfying Li
p|Up∩C = M|Up∩C . Li

p for
p ∈ V are patched together and we obtain a coherent OC′ -submodule Li of j∗M .
Then Li is stable under the action of θp for any p ∈ V , and we have j∗M = ⋃

i Li .
(ii) ⇒ (iii): This is obvious.
(iii) ⇒ (i): For M ′ as in (iii) we have (j∗M)p = KC′,p ⊗OC′,p M ′

p for p ∈ V .
Therefore, Proposition 5.1.9 implies that M has regular singularity at p. ��
Lemma 5.1.20. A coherent DC-module M is holonomic if and only if it is generically
an integrable connection.

Proof. The “only if’’ part follows from Proposition 3.1.6. Assume that M is gener-
ically an integrable connection, i.e., there exists an open dense subset U of C such
that M|U is an integrable connection. Note that V := C \U consists of finitely many
points. We see from our assumption that the characteristic variety Ch(M) of M in
contained in T ∗

CC ∪ (
⋃

p∈V (T ∗C)p). By dim T ∗
CC = dim(T ∗C)p = 1 we have

dim Ch(M) ≤ 1, and hence M is holonomic. ��
Definition 5.1.21. A holonomic D-module M on an algebraic curve C is said to be
regular if there exists an open dense subset C0 of C such that M|C0 is a regular
integrable connection on C0. An object M · of Db

h(DC) is said to be regular if all of
the cohomology sheaves H ∗(M ·) are regular.

By definition a holonomic DC-module supported on a finite set is regular.

Example 5.1.22. Consider an algebraic ODE P(x, ∂) u = 0 on A1 = C. Then the
holonomic DC-module M := DC u = DC/DCP(x, ∂) is regular if and only if the
ODE P(x, ∂) u = 0 has a regular singular point (in the classical sense) at any point
in P1 = C ∪ {∞} (i.e., P(x, ∂) u = 0 is a Fuchsian ODE).

The following lemma plays a crucial role in defining the regularity of holonomic
D-modules on higher-dimensional varieties.

Lemma 5.1.23. Let f : C → C′ be a dominant morphism (i.e., Im f is dense in
C′) between algebraic curves.

(i) M ∈ Modh(DC′) is regular ⇐⇒ f †M is regular.
(ii) N ∈ Modh(DC) is regular ⇐⇒ ∫

f
N is regular.
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Proof. We may assume that C = C and C′ = C′. We can take an open subset C′
0

of C′ such that f0 : C0 := f −1C′
0 → C′

0 is étale and M|C′
0

and N |C0 are integrable
connections. For p ∈ C \ C0 (resp. p′ ∈ C′ \ C′

0) we take a local parameter xp (resp.
yp′ ) at p (resp. p′) and set θp = xp

d
dxp

(resp. θp′ = yp′ d
dyp′ ). If p′ = f (p) for

p ∈ C \ C0, we may assume θp = mpθp′ for a positive integer mp. Indeed, we can
take local parameters xp and yp′ so that yp′ = x

mp
p . We denote by j : C0 → C and

j ′ : C′
0 → C′ the embeddings.

(i) We may assume that M = j ′∗(M|C′
0
). Note that Lf ∗M|C0 = f ∗

0 (M|C′
0
) and

f ∗
0 (M|C′

0
) is an integrable connection. Hence M (resp. f †M) is regular if and only if

(Mp′ , ∇) (resp. ((j∗f ∗
0 (M|C′

0
))p, ∇)) is a regular algebraic meromorphic connection

for any p′ ∈ C′ \ C′
0 (resp. p ∈ C \ C0). Suppose p ∈ C \ C0, p′ = f (p). Then we

have OC′,p′ ⊂ OC,p. Note

(j∗f ∗
0 (M|C′

0
))p � KC,p ⊗OC,p

(f ∗M)p � KC,p ⊗OC′,p′ Mp′

� (KC,p ⊗OC′,p′ KC′,p′) ⊗KC′,p′ Mp′ � KC,p ⊗KC′,p′ Mp′ .

Therefore, if Mp′ has a θp′ -stable OC′,p′ -lattice L, then OC,p ⊗OC′,p′ L is a θp-
stable OC,p-lattice of KC,p ⊗KC′,p′ Mp′ . This shows (=⇒). Conversely, suppose
KC,p ⊗KC′,p′ Mp′ is a regular algebraic meromorphic connection at p. Then by
Proposition 5.1.9, we have KC,p ⊗KC′,p′ Mp′ = ⋃

i Li , where Li is a θp-stable
finitely generated OC,p-module. Since OC,p is finitely generated over OC′,p′ , L′

i :=
Li∩(1⊗Mp′) is finitely generated overOC′,p′ . Moreover, by the relation θp = mpθp′ ,
we see L′

i is θp′ -stable. Hence it follows from Lemma 5.1.9 that Mp′ = 1 ⊗ Mp′ is
also regular. The proof of (⇐=) is also complete.

(ii) We have
∫

f
N |C′

0
� f0∗(N |C0) and f0∗(N |C0) is an integrable connection.

Moreover, N (resp.
∫

f
N ) is regular if and only if j∗(N |C0) (resp. j ′∗f0∗(N |C0)) is

a union of coherent OC(resp. OC′ )-modules which are stable under the action of θp

(resp. θp′ ) for any p ∈ C \ C0 (resp. p′ ∈ C′ \ C′
0). Note that j ′∗f0∗(N |C0) �

f∗j∗(N |C0). If j∗(N |C0) is a union of coherent OC-modules Li which are stable
under the action of θp for any p ∈ C \ C0, then f∗j∗(N |C0) is a union of coherent
OC′ -modules f∗Li which are stable under the action of θp′ for any p′ ∈ C′ \ C′

0.
This shows (=⇒). Assume that

∫
f

N is regular. Then Lf ∗ ∫
f

N is also regular by

(i). The restriction of the canonical morphism N → Lf ∗ ∫
f

N to C0 is given by
N |C0 → f ∗f∗(N |C0) and hence a monomorphism. This implies the regularity of N .
The proof of (⇐=) is also complete. ��

Let us give comments on the difference of the notion of regularity in algebraic
and analytic situations. Let C be a one-dimensional complex manifold and let V be a
finite subset of C. We denote by j : U := C \ V → C the embedding. Let M be an
integrable connection on U . We say that a coherent DC-module M̃ is a meromorphic
extension of M if M̃|U � M and M̃ is isomorphic as an OC-module to a locally
free OC[V ]-module, where OC[V ] denotes the sheaf of meromorphic functions on C

with possible poles on V . The following example shows that in the analytic situation
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a meromorphic extension of an integrable connection is not uniquely determined and
one cannot define the notion of the regularity of an integrable connection at a boundary
point unless its meromorphic extension is specified. Nevertheless, as we see later the
uniqueness of a regular meromorphic extension in the analytic situation holds true as
a part of the Riemann–Hilbert correspondence.

Example 5.1.24. We regard C = C as an algebraic curve, and let j : U :=
C \ {0} → C be the embedding. Let us consider two (algebraic) integrable connec-
tions M = DU /DU ∂ and N = DU /DU (x2∂ − 1) on U . We have an isomorphism
Man � Nan given by

Man 
 [P mod DU an ∂] ←→ [P exp(1/x) mod DU an (x2∂ − 1)] ∈ Nan.

We consider meromorphic extensions (j∗M)an and (j∗N)an of Man and Nan, respec-
tively. Let us show that they are not isomorphic. Note that M is regular since it
is isomorphic to OU as a DU -module. Hence (j∗M)an

0 is a regular meromorphic
connection. Therefore, it is sufficient to show that (j∗N)an

0 is not regular as a mero-
morphic connection. This can be easily shown by checking that its horizontal sections
do not have moderate growth. We have verified (j∗M)an 	� (j∗N)an. We have also
shown that M is regular, while N is not regular.

5.2 Regular meromorphic connections on complex manifolds

The aim of this section is to give a proof of the Riemann–Hilbert correspondence for
regular meromorphic connections on complex manifolds due to Deligne [De1]. We
basically follow Malgrange’s lecture in [Bor3].

5.2.1 Meromorphic connections in higher dimensions

Let X be a complex manifold and D ⊂ X a divisor (complex hypersurface). We
denote by OX[D] the sheaf of meromorphic functions on X that are holomorphic on
Y := X \ D and have poles along D. For a local defining equation h ∈ OX of D we
have OX[D] = OX[h−1] � OX[t]/OX[t](th − 1) locally, and hence it is a coherent
sheaf of rings.

Definition 5.2.1.
(i) Assume that a coherent OX[D]-module M is endowed with a C-linear morphism

∇ : M −→ �1
X ⊗OX

M

satisfying the conditions

∇(f s) = df ⊗ s + f ∇s (f ∈ OX[D], s ∈ M), (5.2.1)

[∇θ , ∇θ ′ ] = ∇[θ,θ ′] (θ, θ ′ ∈ �X). (5.2.2)

Then we call M (or more precisely the pair (M, ∇)) a meromorphic connection
along the divisor D.
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(ii) By a morphism ϕ : (M, ∇) → (N, ∇) of meromorphic connections along D we
mean an OX[D]-linear morphism ϕ : M → N satisfying ∇ ◦ ϕ = (id ⊗ ϕ) ◦ ∇.

(iii) For a meromorphic connection (M, ∇) along D, we set

M∇ = {s ∈ M | ∇s = 0}.
Sections of M∇ are called horizontal sections of (M, ∇).

Notation 5.2.2. We denote by Conn(X; D) the category of meromorphic connections
along D.

Note that Conn(X; D) is an abelian category. Note also that an object of
Conn(X; D) is a DX-module which is isomorphic as an OX-module to a coherent
OX[D]-module, and a morphism (M, ∇) → (N, ∇) is just a morphism of the cor-
responding DX-modules. Hence Conn(X; D) is naturally regarded as a subcategory
of Mod(DX). For (M, ∇) ∈ Conn(X; D) the restriction M|Y of M to Y = X \ D

belongs to Conn(X); i.e., M|Y is locally free over OY .

Remark 5.2.3. One can show that Conn(X; D) is a subcategory of Modh(DX) (it is
not even obvious that an object of Conn(X; D) is a coherent DX-module). We do
not use this fact in this book.

Remark 5.2.4. Assume that dim X = 1. Let a ∈ D, and take a local coordinate
x such that x(a) = 0. Then the stalk OX[D]a at a ∈ D is identified with the
quotient field C{{x}}[x−1] of OX,a � C{{x}}. Since OX[D]a is a field, any coherent
OX[D]-module is free on a open neighborhood of a. Hence the stalk (Ma, ∇a)

of (M, ∇) ∈ Conn(X, D) at a ∈ D turns out to be a meromorphic connection in
the sense of Section 5.1.1 by identifying �1

X with OX via dx ∈ �1
X (note that the

condition (5.2.2) is automatically satisfied in the one-dimensional situation).

For (M, ∇), (N, ∇) ∈ Conn(X, D) the OX[D]-modules M ⊗OX[D] N and
HomOX[D](M, N) are endowed with structures of meromorphic connections along
D by

∇(s ⊗ t) =
∑

i

ωi ⊗ (si ⊗ t) +
∑

j

ω′
j ⊗ (s ⊗ tj ),

(∇ϕ)(s) = (id ⊗ ϕ)(∇(s)) − ∇(ϕ(s)),

respectively, where ∇(s) = ∑
i ωi ⊗ si and ∇(t) = ∑

j ω′
j ⊗ tj . In particular, for

(M, ∇) ∈ Conn(X, D) its dual M∗ := HomOX[D](M, OX[D]) of M is naturally
endowed with a structure of a meromorphic connection along D.

The following simple observation will be effectively used in proving the classical
Riemann–Hilbert correspondence.

Lemma 5.2.5. For (M, ∇), (N, ∇) ∈ Conn(X; D) we have

�(X, HomOX[D](M, N)∇) � HomConn(X;D)((M, ∇), (N, ∇)).
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Proposition 5.2.6. Let ϕ : M1 → M2 be a morphism of meromorphic connections
along D. If ϕ|X\D is an isomorphism, then ϕ is an isomorphism.

This follows from the following lemma since the kernel and the cokernel of ϕ are
coherent OX[D]-modules supported by D.

Lemma 5.2.7. A coherent OX[D]-module M whose support is contained in D is
trivial; M = 0.

Proof. Take a local defining equation h of D. For a section s ∈ M whose support is
contained in D consider the OX-coherent submodule OXs ⊂ M . Since the support
of OXs is contained in D, we have hNs = 0 (N � 0) by Hilbert’s Nullstellensatz.
Therefore, we obtain s = h−NhNs = 0. ��
Corollary 5.2.8. Any meromorphic connection M along D is reflexive in the sense
that the canonical morphism M → M∗∗ is an isomorphism.

Let f : Z → X be a morphism of complex manifolds such that f −1D is a divisor
on Z. Then we have

OZ[f −1D] � OZ ⊗f −1OX
f −1OX[D] � OZ ⊗L

f −1OX
f −1OX[D].

Indeed, since OX[D] is flat over OX, we have Hi(OZ ⊗L
f −1OX

f −1OX[D]) = 0
for i 	= 0. Moreover, for a local defining equation h = 0 of D we have
OX[D] = OX[h−1], OZ[f −1D] = OZ[h◦f ] and hence OZ[f −1D] � OZ ⊗f −1OX

f −1OX[D]. Hence for M ∈ Conn(X; D) we have

Lf ∗M � OZ ⊗L
f −1OX

f −1M � OZ[f −1D] ⊗L
f −1OX[D] f −1M

� OZ[f −1D] ⊗f −1OX[D] f −1M.

From this we easily see the following.

Lemma 5.2.9. Let f be as above. For any M ∈ Conn(X; D) we have Hj (Lf ∗M) =
0 for j 	= 0 and H 0(Lf ∗M) ∈ Conn(Z; f −1D). In particular, the inverse image
functor for the category of D-modules induces an exact functor

f ∗ : Conn(X; D) → Conn(Z; f −1D).

Set
B = {x ∈ C | |x| < 1} (the unit disk).

For a morphism i : B → X such that i−1D = {0} the stalk (i∗M)0 at 0 ∈ B is a
meromorphic connection of one-variable studied in Section 5.1.1.

Definition 5.2.10. A meromorphic connection M on X along D is called regular if
(i∗M)0 is regular in the sense of Section 5.1.2 for any morphism i : B → X such
that i−1D = {0} ⊂ B.
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Notation 5.2.11. We denote by Connreg(X; D) the category of regular meromorphic
connections along D.

Proposition 5.2.12.
(i) Let

0 → M1 → M2 → M3 → 0

be a short exact sequence of meromorphic connections along D. Then M2 is
regular if and only if M1 and M3 are regular.

(ii) Assume that M and N are regular meromorphic connections along D. Then
M ⊗OX[D] N and HomOX[D](M, N) are also regular.

Proof. By definition we can reduce the problem to the case when X is the unit disk
B ⊂ C. Then (i) follows from Proposition 5.1.10. We can prove (ii) by using
Lemma 5.1.11. This completes the proof. ��
Definition 5.2.13. A meromorphic connection on X along D is called effective if it is
generated as an OX[D]-module by a coherent OX-submodule.

We will see later that any regular meromorphic connection is effective (see Corol-
lary 5.2.22 (ii) below).

Lemma 5.2.14. Let f : X′ → X be a proper surjective morphism of complex man-
ifolds such that D′ := f −1D is a divisor on X′ and f −1(X′ \ D′) → X \ D is an
isomorphism. Assume that N is an effective meromorphic connection on X′ along D′.

(i) We have Hk(
∫

f
N) = 0 for k 	= 0 and H 0(

∫
f

N) is an effective meromorphic
connection on X along D.

(ii) If N is regular, then so is H 0(
∫

f
N).

Proof. We denote by DX′ [D′] the subalgebra of EndC(OX′ [D′]) generated by DX′
and OX′ [D′]. Then we have DX′ [D′] � DX′ ⊗OX′ OX′ [D′] � OX′ [D′] ⊗OX′ DX′ .

We first show that

DX←X′ ⊗L
DX′ DX′ [D′] � DX′ [D′]. (5.2.3)

Note that the canonical morphism f −1�X → �X′ induces an isomorphism
OX′ [D′] ⊗f −1OX

f −1�X → OX′ [D′] ⊗OX′ �X′ by Lemma 5.2.7. Hence we have

DX←X′ ⊗L
DX′ DX′ [D′] � DX←X′ ⊗L

OX′ OX′ [D′]
� DX←X′ ⊗OX′ OX′ [D′]
� f −1DX ⊗f −1OX

OX′ [D′]
by Lemma 1.3.4. Let us show that the canonical morphism DX′ [D′] →
f −1DX ⊗f −1OX

OX′ [D′] induced by the canonical section 1⊗1 of the right DX′ [D′]-
module f −1DX ⊗f −1OX

OX′ [D′] is an isomorphism. For this it is sufficient to show
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that FpDX′ [D′] → f −1FpDX ⊗f −1OX
OX′ [D′] is an isomorphism for any p ∈ Z.

This follows from Lemma 5.2.7. The assertion (5.2.3) is verified.
Since N is effective, there exists a coherent OX′ -submodule L of N such that

N � OX′ [D′] ⊗OX′ L. Then by (5.2.3) and f −1OX[D] ⊗f −1OX
OX′ � OX′ [D′],

we have∫
f

N = Rf∗(DX←X′ ⊗L
DX′ N) � Rf∗(DX←X′ ⊗L

DX′ DX′ [D′] ⊗L
DX′ [D′] N)

� Rf∗(N) � Rf∗(OX′ [D′] ⊗OX′ L) � Rf∗(f −1OX[D] ⊗f −1OX
L)

� OX[D] ⊗OX
Rf∗(L),

and hence Hk(
∫

f
N) � OX[D] ⊗OX

Hk(Rf∗(L)). Since Hk(Rf∗(L)) is coherent

over OX for any k by the Grauert direct image theorem, Hk(
∫

f
N) is coherent over

OX[D]. Moreover, we have Hk(
∫

f
N) = 0 for k 	= 0 by Hk(Rf∗(L))|X\D = 0 and

Lemma 5.2.7. The statement (i) is proved.
Assume that N is regular. Let i : B → X be a morphism from the unit disk B

satisfying i−1(D) = {0}. Since f is proper, there exists a lift j : B → X′ satisfying
f ◦ j = i. Then we have

i∗H 0
(∫

f

N
)

� i∗
∫

f

N � j∗f ∗
∫

f

N.

Since the canonical morphism N → f ∗ ∫
f

N is an isomorphism on X′ \ D′, it is

an isomorphism on X′ by Proposition 5.2.6. Hence we obtain i∗H 0(
∫

f
N) � j∗N .

Therefore, H 0(
∫

f
N) is regular. The statement (ii) is proved. ��

5.2.2 Meromorphic connections with logarithmic poles

In this subsection we will consider the case where D is a normal crossing divisor on
a complex manifold X; i.e., we assume that D is locally defined by a function of the
form x1 · · · xr , where (x1, . . . , xn) is a local coordinate. Let p ∈ D and fix such a
coordinate (x1, . . . , xn) around p ∈ D. For 1 ≤ k ≤ r we denote by Dk the (local)
irreducible component of D defined by xk .

The meromorphic connections M on X along D which we will consider in this
subsection are also of very special type. First, we assume that there exists a holo-
morphic vector bundle (locally free OX-module of finite rank) L on X such that
M = OX[D] ⊗OX

L as an OX[D]-module. Hence taking a local defining equation
x1x2 · · · xr = 0 of D and choosing a basis e1, e2, . . . , em of L around a point p ∈ D,
the associated C-linear morphism ∇ : M → �1

X ⊗OX
M can be expressed as

∇ei =
∑

1≤k≤n,1≤j≤m

ak
ij dxk ⊗ ej , (5.2.4)

where ak
ij ∈ OX[D] = OX[x−1

1 x−1
2 · · · x−1

r ]. Then we further assume that the

functions xkak
ij (1 ≤ k ≤ r), ak

ij (r < k ≤ n) are holomorphic. In this case, we say
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the meromorphic connection M along the normal crossing divisor D has a logarithmic
pole with respect to the lattice L at p. If this is the case at any p ∈ D, we say that M

has a logarithmic pole along D with respect to L. Note that this definition does not
depend on the choice of the coordinates {xk} and the basis {ei} of L.

Let M be a meromorphic connection along D which has a logarithmic pole with
respect to the lattice L. Take a basis {e1, . . . , em} of L and set Ak = (ak

ij ) for 1 ≤ k ≤
n, where ak

ij is as in (5.2.4). For 1 ≤ k ≤ r we also set Bk = xkAk . Let 1 ≤ k ≤ r .
Since Bk belongs to Mm(OX), we can consider its restriction Bk|Dk

∈ Mm(ODk
).

Then Bk|Dk
defines a canonical section ResL

Dk
∇ of the vector bundle EndODk

(L|Dk
)

on Dk . Indeed, we can check easily that Bk|Dk
∈ Mm(ODk

) � EndODk
(L|Dk

) does

not depend on the choice of a local coordinate and a basis of L. We call ResL
Dk

∇ the
residue of (M, ∇) along Dk .

Proposition 5.2.15. Let M be a meromorphic connection along D which has a log-
arithmic pole with respect to the lattice L. We keep the notation as above.

(i) On Dk ∩ Dl we have
[ResL

Dk
∇, ResL

Dl
∇] = 0.

(ii) The eigenvalues of (ResL
Dk

∇)(a) ∈ EndC(L(a)) do not depend on the choice of
a ∈ Dk . Here L(a) denotes the fiber C ⊗OX,a

La of L at a.

Proof. (i) By (5.2.2) we have

∂Ak

∂xl

− ∂Al

∂xk

= [Ak, Al].

We obtain the desired result from this by developing both sides into the Laurent series
with respect to xk, xl and comparing the coefficients of (xkxl)

−1.

(ii) Let A
p
, B

k
be the restrictions of the matrices Ap, Bk to Dk , respectively.

Then we have

∂A
i

∂xj

− ∂A
j

∂xi

= [Ai
, A

j ] (i, j 	= k),

∂B
k

∂xi

= [Bk
, A

i] (i 	= k).

The first formula implies that

∇ei =
∑
l 	=k

al
ij dxl ⊗ ej (A

l = (al
ij ))

defines an integrable connection ∇ on L|Dk
. The second one implies that B

k =
ResL

Dk
∇ ∈ EndODk

L|Dk
is a horizontal section with respect to the connection induced

by ∇ on EndODk
L|Dk

. From this we can easily check that the values of the matrix

B
k

at two different points of Dk are conjugate to each other. ��
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Proposition 5.2.16. Let M be a meromorphic connection which has a logarithmic
pole along D with respect to a lattice L. Then M is regular.

Proof. For any morphism i : B → X from the unit disk B such that i−1D = {0} we
easily see that the meromorphic connection i∗M on B has a logarithmic pole along
{0} with respect to the lattice i∗L. Then the stalk (i∗M)0 is regular by Theorem 5.1.4.

��
The following construction enables us to extend analytic integrable connections

on Y = X \ D to regular meromorphic connections along the divisor D ⊂ X.

Theorem 5.2.17. Let D be a normal crossing divisor on X and set Y := X \ D. We
fix a section τ : C/Z ↪→ C of the projection C → C/Z. Then for an integrable
connection M on Y there exists an extension Lτ of M as a vector bundle on X

satisfying the following two conditions:

(i) The C-linear morphism ∇M : M → �1
Y ⊗OY

M can be uniquely extended to a
C-linear morphism ∇ : OX[D] ⊗OX

Lτ → �1
X ⊗OX

(OX[D] ⊗OX
Lτ ) so that

(OX[D]⊗OX
Lτ , ∇) is a meromorphic connection which has a logarithmic pole

along D with respect to Lτ .
(ii) For any irreducible component D′ of D the eigenvalues of the residue ResLτ

D′ ∇
of (OX[D] ⊗OX

Lτ , ∇) along D′ are contained in τ(C/Z) ⊂ C.

Moreover, such an extension is unique up to isomorphisms.

Proof. First we prove the uniqueness of the extension. The problem being local, we
may assume X = Bn (B is a unit disk in C) and Y = (B∗)r × Bn−r (B∗ := B \ {0}).
We denote by {xi}1≤i≤n the standard coordinate of X = Bn Let L, L′ be locally free
OX-modules of rank m satisfying the conditions (i), (ii) for Lτ = L and Lτ = L′,
and let ∇ : OX[D] ⊗OX

L → �1
X ⊗OX

OX[D] ⊗OX
L and ∇′ : OX[D] ⊗OX

L′ →
�1

X ⊗OX
OX[D]⊗OX

L′ be the C-linear morphisms satisfying the condition (i). Take
a basis {ei}1≤i≤m of L. Then ∇ can be expressed as

∇ei =
∑
k,j

ak
ij dxk ⊗ ej .

Set ω = ∑
1≤k≤n Akdxk (Ak = (ak

ij )). We also fix a basis {e′
i} of L′ and define

ω′ = ∑
1≤k≤n A′kdxk similar to ω. Since L|Y and L′|Y are isomorphic, there exists

S ∈ GLm(OY ) such that
dS = Sω − ω′S. (5.2.5)

It is sufficient to verify that S and S−1 can be extended to an element of Mm(OX)

(an m×m matrix on X whose entries are holomorphic on X). By symmetry we have
only to show the assertion for S. Moreover, by Hartogs’ theorem it is sufficient to
show that S extends holomorphically across Dk \⋃l 	=k Dl for each k. For simplicity
of notation we only consider the case k = 1. Write
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ω = B1 dx1

x1
+
∑
i>1

Aidxi,

ω′ = B ′1 dx1

x1
+
∑
i>1

A′idxi .

By our assumption B1, B ′1 and Ai , A′i are holomorphic on x2x3 · · · xr 	= 0. By
(5.2.5) we have

x1
∂S

∂x1
= SB1 − B ′1S. (5.2.6)

Taking the matrix norm ‖•‖ of both sides we obtain an inequality

|x1|
∥∥∥∥ ∂S

∂x1

∥∥∥∥ ≤ C ‖S‖ (5.2.7)

(C > 0 is a constant) on a neighborhood of x1 = 0 (x2x3 · · · xr 	= 0), from which
we see that S is meromorphic along D1 \ ⋃i 	=1 Di by Gronwall’s inequality: if
f (t) ≥ 0, g(t) ≥ 0 are non-negative functions on 0 < t ≤ t0 such that

f (t) ≤ a + c

∫ t0

t

g(s)f (s)ds (a ≥ 0, c ≥ 0),

then we have

f (t) ≤ a exp(c

∫ t0

t

g(s)ds) (0 < t < t0).

To show that S is actually holomorphic on D1 \⋃i 	=1 Di we consider the Laurent
expansion

S =
∞∑

j=p

Sj x
j

1 (Sp 	= 0)

of S with respect to the variable x1. By (5.2.6) we have

(ResD1 ∇′ + pI)Sp = Sp(ResD1 ∇),

where I is the unit matrix. By elementary linear algebra, it follows from Sp 	= 0 that
the matrices ResD1 ∇′ +pI and ResD1 ∇ must have at least one common eigenvalue.
If p 	= 0, then this last result contradicts our assumption that the eigenvalues of
ResD1 ∇ and ResD1 ∇′ are contained in τ(C/Z). Hence we must have p = 0, and S

is holomorphic on D1 \⋃i 	=1 Di . The proof of the uniqueness is complete.
Next we prove the existence of the extension (as a vector bundle) Lτ of M .

If there exists locally such an extension Lτ , we can glue these local extensions to
get the global one by the uniqueness of Lτ proved above. Hence we may assume
Y = (B∗)r × Bn−r ⊂ X = Bn. By Theorem 4.2.4 the integrable connection M on
Y is uniquely determined by the monodromy representation

ρ : π1(Y ) −→ GLm(C)
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defined by the local system corresponding to M . Note that for Y = (B∗)r × Bn−r

we have π1(Y ) � Zr , where the element γi = (0, 0, . . . ,

i
"

1 , . . . , 0) ∈ π1(Y ) � Zr

corresponds to a closed loop turning around the divisor Di = {xi = 0}. Therefore,
the monodromy representation ρ is determined by the mutually commuting matrices

Ci := ρ(γi) ∈ GLm(C) (1 ≤ i ≤ r).

Note also that we can take matrices �i ∈ Mm(C) (1 ≤ i ≤ r) such that⎧⎪⎨⎪⎩
(a) exp(2π

√−1 �i) = Ci,

(b) All the eigenvalues of �i belong to the set τ(C/Z),

(c) �i (1 ≤ i ≤ r) are mutually commuting matrices.

The proof of the existence of such matrices is left to the reader (in fact, �i are
uniquely determined). Using these �i = (�i

pq) ∈ Mm(C), we define a meromorphic
connection on OX[D]m = OX[D] ⊗OX

Lτ (Lτ = Om
X) by

∇eq = −
∑

1≤i≤n,1≤q≤m

�i
pq

xi

dxi ⊗ eq,

where {e1, . . . , em} is the standard basis of Lτ = Om
X . Then the restriction of this

meromorphic connection to Y is isomorphic to M . Moreover, this meromorphic
connection satisfies all of the required conditions. ��

5.2.3 Deligne’s Riemann–Hilbert correspondence

In Theorem 5.2.17 we proved that an integrable connection M defined on the com-
plementary set Y = X \ D of a normal crossing divisor D on X can be extended to
a meromorphic connection M̃ (= OX[D] ⊗OX

Lτ ) on X, regular along D. In this
subsection we generalize this result to arbitrary divisors D on X.

Let D be a (not necessarily normal crossing) divisor on X and (N, ∇) a mero-
morphic connection on X which is meromorphic along D. We consider the following
condition (R) on (N, ∇), which is a priori weaker than the regularity along D (in fact,
we will prove in Corollary 5.2.22 below that these two conditions are equivalent).

Condition (R). There exists an open subset U of the regular part Dreg of D which
intersects with each connected component of Dreg and satisfies the condition:⎧⎪⎪⎨⎪⎪⎩

There exist an open neighborhood Ũ of U in X and an isomorphism
ϕ : B × U

∼→ Ũ such that ϕ|{0}×U = IdU and for each x ∈ U the
pull-back (ϕ∗

xN, ϕ∗
x∇) with respcet to ϕx = ϕ|B×{x} : B × {x} ↪→ X is

regular along {0} × {x}.
Here B is the unit disk centered at 0 in C.
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It is clear that if (N, ∇) is regular along D, then it satisfies the condition (R).

Lemma 5.2.18. Assume that a meromorphic connection (N, ∇) satisfies the condi-
tion (R). Then the restriction map

�(X, N∇) −→ �(Y, N∇)

is an isomorphism.

Proof. The injectivity follows from Lemma 5.2.7. Let us show surjectivity. We
need to show that any s ∈ �(Y, N∇) can be extended to a section of N∇ on X.
By Corollary 5.2.8 it is sufficient to show that for any p ∈ D and any u ∈ N∗

p =
HomOX[D](N, OX[D])p the function g = 〈u, s〉 is meromorphic at p. By Hartogs’
theorem it is sufficient to show it in the case p ∈ Dreg.

We first deal with the case when p ∈ U ⊂ Dreg. Here U is as in Condition (R).
We take a local coordinate (x1, . . . , xn) around p such that D is defined by x1 = 0
and p corresponds to 0. We may assume that U = {0} × Bn−1. Let

g(x) =
∑
k∈Z

gk(x2, x3, . . . , xn) xk
1

be the Laurent expansion of g with respect to x1. The condition (R) implies that for
each x′ = (x2, x3, . . . , xn) ∈ Bn−1 the restriction g|B∗×{x′} is meromorphic at the
point {0} × {x′}. This means that for each x′ = (x2, x3, . . . , xn) ∈ Bn−1 we have
gk(x′) = 0 (k # 0). For k ∈ Z set

Uk := { x′ = (x2, x3, . . . , xn) ∈ Bn−1 | gi(x
′) = 0 (i ≤ k) }.

Then we have Bn−1 = ⋃
k∈Z Uk and each Uk is a closed analytic subset of Bn−1. It

follows that we have Uk = Bn−1 for some k and hence g is meromorphic at p.
Let us consider the general case p ∈ Dreg. We denote by K the subset of Dreg

consisting of p ∈ Dreg such that g = 〈u, s〉 is meromorphic at p for any u ∈ N∗
p .

We need to show K = Dreg. Note that K is an open subset of Dreg containing U . In
particular, it intersects with any connected component of Dreg. Hence it is sufficient
to show that K is a closed subset of Dreg. Let q ∈ K . We take a local coordinate
(x1, . . . , xn) around a such that D is defined by x1 = 0 and q corresponds to 0. For
u ∈ N∗

p we consider the expansion

g(x) =
∑
k∈Z

gk(x2, x3, . . . , xn) xk
1

of g = 〈u, s〉. Since g is meromorphic on K , there exists some r such that gk = 0
on K for any k ≤ r . It follows that gk = 0 for any k ≤ r on an open neighborhood
of q. Hence q ∈ K . ��
Lemma 5.2.19. Let (Ni, ∇i ) (i = 1, 2) be two meromorphic connections along D

satisfying the condition (R). Then the restriction to Y = X\D induces an isomorphism

r : HomConn(X;D)((N1, ∇1), (N2, ∇2))
∼→ HomConn(Y )((N1|Y , ∇1), (N2|Y , ∇2)).
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Proof. By Lemma 5.2.5 we have

�(X, HomOX[D](N1, N2)∇) � HomConn(X;D)((N1, ∇1), (N2, ∇2)).

Therefore, it suffices to apply Lemma 5.2.18 to the meromorphic connection N =
HomOX[D](N1, N2), which satisfies the condition (R) by Proposition 5.2.12 (ii). ��

The main result of this section is the following.

Theorem 5.2.20 (Deligne [De1]). Let X be a complex manifold and let D be a (not
necessarily normal crossing) divisor on X. Set Y = X \ D. Then the restriction
functor N �−→ N |Y induces an equivalence

Connreg(X; D) −→∼ Conn(Y )

of categories.

Proof. Since a regular meromorphic connection along D satisfies the condition (R),
the restriction functor is fully faithful by Lemma 5.2.19. Let us prove the essential
surjectivity. We take an integrable connection M on Y and consider the problem of
extending M to a regular meromorphic connection on the whole X. By Hironaka’s
theorem there exists a proper surjective morphism f : X′ → X of complex manifolds
such that D′ := f −1D is a normal crossing divisor on X′ and the restriction g :
X′ \ D′ → X \ D = Y of f is an isomorphism. By Theorem 5.2.17 we can extend
the integrable connection g∗M on X′ \ D′ to a meromorphic connection N on X′
along D′ which has a logarithmic pole with respect to a lattice L. Then H 0(

∫
f

N)

satisfies the desired property by Lemma 5.2.14. ��
When D is normal crossing, we proved in Theorem 5.2.17 the uniqueness of the

regular meromorphic extension of an integrable connection on Y under an additional
condition about the lattice Lτ . Theorem 5.2.20 above asserts that this condition was
not really necessary.

By Theorem 4.2.4 this theorem has the following topological interpretation.

Corollary 5.2.21. Let X be a complex manifold and let D be a divisor on X. Set
Y = X \ D. Then we have an equivalence

Connreg(X; D) −→∼ Loc(X \ D)

of categories.

We call this result Deligne’s Riemann–Hilbert correspondence. This classical
Riemann–Hilbert correspondence became the prototype of the Riemann–Hilbert cor-
respondence for analytic regular holonomic D-modules (Theorem 7.2.1 below).

Corollary 5.2.22. Let D be a (not necessarily normal crossing) divisor on a complex
manifold X and let N be a meromorphic connection along D.
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(i) If N satisfies the condition (R), then N is regular along D.
(ii) If N is regular along D, then N is an effective meromorphic connection along D.

Proof. (i) By Theorem 5.2.20 there exists a regular meromorphic connection N1

along D such that N1|Y ∼→ N |Y . Since both N and N1 satisfy the condition (R),
this isomorphism N1|Y ∼→ N |Y can be extended to a morphism N1 → N of mero-
morphic connections on X by Lemma 5.2.19 . This is in fact an isomorphism by
Proposition 5.2.6, and hence N is regular along D.

(ii) In the proof of Theorem 5.2.20 we explicitly constructed a regular meromor-
phic extension of N |Y , which is isomorphic to N and has the required property. ��

Assume that D is a normal crossing divisor on X. We define a subsheaf of the
sheaf �X of holomorphic vector fields on X by

�X〈D〉 := { θ ∈ �X | θI ⊂ I },
where I is the defining ideal of D. If {xi, ∂i} is a local coordinate system of X in
which D is defined by x1x2 · · · xr = 0, then �X〈D〉 is generated by xi∂i (1 ≤ i ≤ r)

and ∂j (j > r) over OX.

Corollary 5.2.23. Assume that D is a normal crossing divisor on a complex manifold
X. Under the above notation the following conditions on a meromorphic connection
N along D are equivalent:

(i) N is regular along D.
(ii) N is a union of �X〈D〉-stable coherent OX-submodules.

Proof. (i) =⇒ (ii): We use Theorem 5.2.17. Namely, for a section τ : C/Z ↪→ C
of C → C/Z, we take a locally free OX-module Lτ such that N |Y � Lτ |Y
and OX[D] ⊗OX

Lτ is a regular meromorphic connection along D. Then by
Theorem 5.2.20 we have N � OX[D] ⊗OX

Lτ . Taking a local coordinate sys-
tem {xi} of X such that D is defined by g(x) = x1x2 · · · xr = 0, we have
OX[D] ⊗OX

Lτ = ⋃
k≥0 OXg−k ⊗OX

Lτ . Since for each k ≥ 0 the definition
of the OX-coherent subsheaf OXg−k ⊗OX

Lτ of OX[D]⊗OX
Lτ does not depend on

the local coordinates {xi} or on the defining equation g of D, it is globally defined on
the whole X. Clearly each OXg−k ⊗OX

Lτ is �X〈D〉-stable (Lτ is �X〈D〉-stable).
(ii) =⇒ (i): By Theorem 5.2.22 (i) it suffices to check that N satisfies the con-

dition (R). If we restrict N to a unit disk B in the condition (R), then the restricted
meromorphic connection satisfies the condition (ii) on the unit disk B. By Propo-
sition 5.1.9 this means that the restriction is a regular meromorphic connection at
0 ∈ B. So N satisfies the condition (R). Now the proof is complete. ��
Theorem 5.2.24 (Deligne [De1]). Let D be a divisor on a complex manifold X and
let j : Y = X \ D ↪→ X be the embedding. Let N be a regular meromorphic
connection along D. Then the natural morphisms{

DRX(N) −→ Rj∗j−1 DRX(N),

R�(X, DRX(N)) −→ R�(Y, DRY (N |Y ))
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are isomorphisms.

Proof. It is enough to prove that DRX(N) → Rj∗j−1 DRX(N) is an isomorphism.
We first show it in the case where D is normal crossing. The problem being

local on X, we may assume X = Bn and Y = (B∗)r × Bn−r , where B is the unit
disk in C and B∗ = B \ {0}. Recall that the category of meromorphic connections
that are regular along D is equivalent to that of local systems on Y . Hence by
π1((B∗)r × Bn−r ) � π(((C×)r × Cn−r )an) we can assume that X = (Cn)an and
Y = ((C×)r × Cn−r )an. Here, Cn, C×, Cn−r are regarded as algebraic varieties.
We can assume also that N is a simple object in the abelian category of regular
meromorphic connections (along D). Indeed, let

0 −→ N1 −→ N2 −→ N3 −→ 0

be an exact sequence in this category, and denote by �i : DRX(Ni) −→
Rj∗j−1 DRX(Ni) (i = 1, 2, 3) the natural morphisms. Then �2 is an isomorphism
if �1 and �3 are as well. By

π1(Y ) = π1((C×)an)r × π1((Cn−r )an),

π1((C×)an) � Z, π1((Cn−r )an) = {1},
we see that there exist λ1, . . . , λr ∈ C such that

N � (Nλ1 � · · · � Nλr � OCn−r )an. (5.2.8)

Here, for λ ∈ C we denote by Nλ the (algebraic) DC-module given by Nλ =
DC/DC(x∂ − λ). Hence by Proposition 4.7.8 we obtain

DRX(N) � DRC(Nλ1) �C · · · �C DRC(Nλ1) �C C(Cn−r )an .

Therefore, it is sufficient to show DRC(Nλ) � Rk∗k−1 DRC(Nλ), where k : C× →
C denotes the embedding (see Proposition 4.5.9). Since the canonical morphism
DRC(Nλ) → Rk∗k−1 DRC(Nλ) is an isomorphism outside of the origin, we have
only to show the isomorphism DRC(Nλ)0 � (Rk∗k−1 DRC(Nλ))0 for the stalks. Set
∇ = ∂ + λ

x
. Then (DRC(Nλ))0 (resp. (Rk∗k−1 DRC(Nλ))0) is represented by the

complex

[K ∇−→ K],
(

resp. [K̃ ∇−→ K̃]
)

,

where K = OCan [x−1] (resp. K̃ = k∗O(C×)an ). From this we easily see by consid-
ering the Laurent series expansions of functions in K and K̃ that (DRC(Nλ))0 →
(Rk∗k−1 DRC(Nλ))0 is an isomorphism.

Now we consider the general case where D is an arbitrary divisor on X. By
Hironaka’s theorem there exists a proper surjective morphism f : X′ → X of
complex manifolds such that D′ := f −1D is a normal crossing divisor on X′ and
the restriction X′ \ D′ → X \ D = Y of f is an isomorphism. We denote by
j ′ : X′ \ D′ → X′ the embedding. By Theorem 5.2.20 and Lemma 5.2.14 there
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exists a regular meromorphic connection N ′ on X′ along D′ such that N � ∫
f

N ′.
Then we have

DRX(N) � DRX

(∫
f

N ′) � Rf∗DRX′(N ′) � Rf∗Rj ′∗j ′−1DRX′(N ′)

� Rj∗j−1DRX(N)

by Theorem 4.2.5. The proof is complete. ��
Remark 5.2.25. In the course of the proof of Theorem 5.2.24 we have used Propo-
sition 4.7.8 and Proposition 4.5.9 in order to reduce the proof of the case of normal
crossing divisors to the one-dimensional situation. We can avoid this argument by
directly considering DRX(N) as follows.

Let D be the normal crossing divisor on the complex manifold X = Cn defined by
x1 · · · xr = 0, where (x1, . . . , xn) is the coordinate of Cn. Let N be the simple regular
meromorphic connection corresponding to the simple local system Cx

λ1
1 x

λ2
2 · · · xλr

r

(0 ≤ Re λi < 1) on Y = X \ D. Then N is identified with OX[D] as an OX[D]-
module, and the action of ∂

∂xi
(1 ≤ i ≤ n) is given by⎧⎪⎨⎪⎩

∇ ∂
∂xi

u = ∂u

∂xi

− λi

xi

u, i = 1, 2, . . . , r

∇ ∂
∂xi

u = ∂u

∂xi

, i = r + 1, r + 2, . . . , n

for u ∈ OX[D] (0 ≤ Re λi < 1). In this situation DRX(N) is represented by
the Koszul complex K(∇1, ∇2, . . . , ∇n; OX[D]) (up to some degree shift) defined
by the mutually commuting differentials ∇i = ∇ d

dxi

: OX[D] −→ OX[D] (i =
1, 2, . . . , n). On the other hands, Rj∗j−1 DRX(N) is represented by the Koszul
complex K(∇1, ∇2, . . . , ∇n; j∗OX\D) because the hypersurface complement Y =
X \ D is locally a Stein open subset of X = Cn. Hence it suffices to show that the
natural morphism

K(∇1, ∇2, . . . , ∇n; OX[D]) −→ K(∇1, ∇2, . . . , ∇n; j∗OX\D)

induced by OX[D] −→ j∗OX\D is a quasi-isomorphism. The sections of OX[D]
have poles along D, while those of j∗OX\D may have essential singularities along D.
We have to compare the cohomology groups of the de Rham complexes in these two
different sheaves. First, note that the Koszul complex K(∇1, ∇2, . . . , ∇n; OX[D])
(resp. K(∇1, ∇2, . . . , ∇n; j∗OX\D)) is the simplified complex of the double complex

K(∇2, . . . , ∇n; OX[D] ∇1−→ OX[D]) (resp. K(∇2, . . . , ∇n; j∗OX\D
∇1−→ j∗OX\D)

). Let us consider the morphism of complexes[
OX[D] ∇1−→ OX[D]] −→ [

j∗OX\D
∇1−→ j∗OX\D

]
induced by OX[D] −→ j∗OX\D . We set X′ = {x1 = 0} ⊂ X and D′ = {x2 · · · xr =
0} ⊂ X′. Then we can easily see that the cohomology groups of the left complex
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(resp. right complex) are OX′ [D′] (resp. j ′OX′\D′ , j ′ : X′ \ D′ ↪→ X′) or zero
(it depends on the condition λ1 = 0 or not) by expanding the functions in OX[D]
(resp. in j∗OX\D) into the Laurent series in x1. So repeating this argument also for
x2, x3, . . . , xn we can finally obtain the quasi-isomorphism

K(∇1, ∇2, . . . , ∇n; OX[D]) −→∼ K(∇1, ∇2, . . . , ∇n; j∗OX\D).

5.3 Regular integrable connections on algebraic varieties

In this subsection X denotes a smooth algebraic variety. The corresponding complex
manifold is denoted by Xan.

Assume that we are given an open embedding j : X ↪→ V of X into a smooth
variety V such that D := V \X is a divisor on V . We set OV [D] := j∗OX. As in the
analytic situation OV [D] is a coherent sheaf of rings. We say that a DV -module is
an algebraic meromorphic connection along D if it is isomorphic as an OV -module
to a coherent OV [D]-module. We denote by Conn(V ; D) the category of algebraic
meromorphic connections along D. It is an abelian category. Unlike the analytic
situation an extension of an integrable connection on X to an algebraic meromorphic
connection on V is unique as follows.

Lemma 5.3.1. The functor j−1 : Conn(V ; D) → Conn(X) induces an equivalence

Conn(V ; D) −→∼ Conn(X)

of categories. Its quasi-inverse is given by j∗.

Proof. This follows easily from the fact that the category of coherent OV [D]-modules
is naturally equivalent to that of coherent OX-modules. ��

It follows that Conn(V ; D) is a subcategory of Modh(DV ) by Theorem 3.2.3 (i).

Definition 5.3.2. An integrable connection M on X is called regular if for any mor-
phism iC : C → X from a smooth algebraic curve C the induced integrable connec-
tion i∗CM on C is regular in the sense of Section 5.1.3.

Notation 5.3.3. We denote by Connreg(X) the full subcategory Conn(X) consisting
of regular integrable connections.

By Lemma 5.1.17 we have the following.

Proposition 5.3.4. Let

0 −→ M1 −→ M2 −→ M3 −→ 0

be an exact sequence of integrable connections on X. Then M2 is regular if and only
if M1 and M3 are regular.
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By Lemma 5.1.18 we easily see the following.

Proposition 5.3.5. Let M and N be regular integrable connections on X. Then the
integrable connections M ⊗OX

N and HomOX
(M, N) are also regular.

We give below some criteria for the regularity of integrable connections. Let us
take a smooth completion j : X ↪→ X of X such that D = X \ X is a divisor on
X. Such a completion always exists thanks to Hironaka’s theorem (in fact, we can
take a completion X so that D = X \ X is a normal crossing divisor). We call such
a completion X of X a divisor completion. For a divisor completion j : X ↪→ X of
X we can consider the analytic meromorphic connection

(j∗M)an = O
X

an ⊗OX
j∗M ∈ Conn(X

an; Dan)

on X
an

along Dan.

Proposition 5.3.6. The following three conditions on an integrable connection M on
X are equivalent:

(i) M is a regular integrable connection.
(ii) For some divisor completion j : X ↪→ X of X the analytic meromorphic con-

nection (j∗M)an is regular.
(iii) For any divisor completion j : X ↪→ X of X the analytic meromorphic connec-

tion (j∗M)an is regular.

Proof. We first prove the part (ii) =⇒ (i). Assume that for a divisor completion
j : X ↪→ X the meromorphic connection (j∗M)an is regular. We need to show that
for any morphism iC : C → X from an algebraic curve C the induced integrable
connection i∗CM is regular. We may assume that the image of C is not a single point.
We take a smooth completion jC : C ↪→ C of C and a morphism iC : C → X so
that the following diagram:

C
jC−−−−→ C

iC

⏐⏐	 iC

⏐⏐	
X

j−−−−→ X

is commutative. We may also assume that this diagram is cartesian by replacing C

with (iC)−1(X) (see Lemma 5.1.16). In this situation we have a natural isomorphism[
(jC)∗i∗CM

]an � [
i∗
C

j∗M
]an � (ian

C
)∗(j∗M)an.

Since (j∗M)an is regular, (ian
C

)∗(j∗M)an (and hence
[
(jC)∗i∗CM

]an) is regular by the
definition of (analytic) regular meromorphic connections. It follows that i∗CM is
regular by Lemma 5.1.14. It remains to show (i) =⇒ (iii). By Corollary 5.2.22 (i) it
is sufficient to verify the condition (R) for (j∗M)an. We can take ϕ in the condition
(R) so that ϕx = ϕ|B×{x} comes from an algebraic morphism, for which the condition
(R) can be easily checked by the argument used in the proof of (ii) =⇒ (i). ��
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Let j : X ↪→ X be a divisor completion of X such that D = X \ X is normal
crossing. In this situation we give another criterion of the regularity of an integrable
connection M on X. Let I be the defining ideal of D (I := {ϕ ∈ OX | ϕ|D = 0})
and consider the sheaf

�X〈D〉 := { θ ∈ �X | θI ⊂ I }
as in the analytic case. We denote by DX〈D〉 the subalgebra of DX generated by
�X〈D〉 and OX. In terms of a local coordinate {xi, ∂i} of X for which D is defined
by x1x2 · · · xr = 0, �X〈D〉 is generated by xi∂i (1 ≤ i ≤ r) and ∂j (j > r) over OX.

Theorem 5.3.7 (Deligne [De1]). Under the above notation the following three con-
ditions on an integrable connection M on X are equivalent to each other:

(i) M is regular.
(ii) The DX-module j∗M is a union of OX-coherent DX〈D〉-submodules.

(iii) For any irreducible component D1 of D there exists an open dense subset D′
1 ⊂

D1 satisfying the condition:⎧⎪⎪⎨⎪⎪⎩
For each point p ∈ D′

1, there exists an algebraic curve C ↪→ X which
intersects with D′

1 transversally at p such that the integrable connection
i∗CM on C = C \ {p} (iC : C = C \ {p} ↪→ X) has a regular singular
point at p ∈ C.

Proof. (i) =⇒ (ii): Assume that M is regular. Then N = (j∗M)an is an analytic
regular meromorphic connection along Dan. By Corollary 5.2.23 N is a union of
�

X
an〈Dan〉-stable coherent O

X
an -submodules L̃i (i ∈ I ). Since X is projective, there

exists a coherent OX-submodule Li of j∗M such that Lan
i = L̃i by GAGA [Ser1].

Denote by Ni the image of �X〈D〉 ⊗C Li → j∗M . Then by Nan
i ⊂ Lan

i we obtain
Ni ⊂ Li by GAGA. Namely, each Li is �X〈D〉-stable. We also have

⋃
i Li = j∗M ,

and hence (ii) holds.
(ii) =⇒ (i): If (ii) holds, then the D

X
an -module (j∗M)an is a union of �

X
an 〈Dan〉-

stable coherent O
X

an -submodules. Hence it is a regular meromorphic connection
along Dan by Corollary 5.2.23. Therefore, M is regular by Proposition 5.3.6.

(i) =⇒ (iii): this is trivial.
(iii) =⇒ (i). Under the condition (iii), the corresponding analytic meromorphic

connection N = (j∗M)an satisfies the condition (R). Hence (j∗M)an is regular by
Corollary 5.2.22 (i). ��

The following version of the Riemann–Hilbert correspondence in the algebraic
situation will play fundamental roles in establishing more general correspondence for
algebraic regular holonomic DX-modules (Theorem 7.2.2 below).

Theorem 5.3.8 (Deligne [De1]). Let X be a smooth algebraic variety. Then the
functor M �→ Man induces an equivalence

Connreg(X) −→∼ Conn(Xan)

of categories.
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Since any integrable connection on a smooth projective algebraic variety is regular
by Proposition 5.3.6, we have the following.

Corollary 5.3.9. For a smooth projective variety X we have an equivalence

Conn(X) −→∼ Conn(Xan)

of categories.

By Theorem 5.3.8 and Theorem 4.2.4 we also have the following.

Corollary 5.3.10. For a smooth algebraic variety X we have an equivalence

Connreg(X) � Loc(Xan)

of categories.

This gives a totally algebraic description of the category of local systems on Xan.
The rest of this section is devoted to the proof of Theorem 5.3.8. We fix a divisor

completion j : X ↪→ X of X and set D = X \ X. We denote by Connreg(X; D) the
full subcategory of Conn(X; D) consisting of M ∈ Conn(X; D) such that M|X is
regular. Then we have the following commutative diagram:

Connreg(X; D) −−−−→ Connreg(X
an; Dan)⏐⏐	 ⏐⏐	

Connreg(X) −−−−→ Conn(Xan),

where vertical arrows are given by restrictions and horizontal arrows are given by
M �→ Man. Since the vertical arrows are equivalences by Lemma 5.3.1 and Theo-
rem 5.2.20, our assertion is equivalent to the equivalence of

Connreg(X; D) −→ Connreg(X
an; Dan). (5.3.1)

We denote by Modc(OX[D]) (resp. Mode
c(OX

an [Dan])) the category of coherent
OX[D]-modules (resp. the category of coherent O

X
an [Dan]-modules generated by a

coherent O
X

an -submodule). Note that any coherent OX[D]-module is generated by
its coherent OX-submodule by Proposition 1.4.16.

By Corollary 5.2.23 any regular meromorphic connection on X
an

along
Dan is effective. Namely, the underlying O

X
an [Dan]-module of an object of

Connreg(X
an; Dan) belongs to Mode

c(OX
an [Dan]). We denote by Conne(X

an; Dan)

the full subcategory of effective meromorphic connections on X
an

along Dan. By
Proposition 5.3.6 the equivalence of (5.3.1) follows from the equivalence of

Conn(X; D) −→ Conne(X
an; Dan). (5.3.2)

Let us show the equivalence of (5.3.2). We first show the following.
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Lemma 5.3.11. The functor

Modc(OX[D]) −→ Mode
c(OX

an [Dan])
given by M �→ Man gives an equivalence of categories.

Proof. We first show that the functor M �→ Man is essentially surjective. Let M̃ ∈
Mode

c(OX
an [Dan]). Take a coherent O

X
an -submodule L̃ of M̃ generating M̃ . Then

we have M̃ � O
X

an [Dan] ⊗O
X

an L̃. By the GAGA principle [Ser1] there exists a

coherent OX-module L such that O
X

an ⊗OX
L � L̃. Set M := OX[D] ⊗OX

L ∈
Modc(OX[D]). Then we have

Man = O
X

an ⊗OX
OX[D] ⊗OX

L � O
X

an [Dan] ⊗O
X

an L̃ � M̃.

Let us show that the functor M �→ Man is fully faithful. Namely, we prove that
the canonical morphism

HomOX[D](M, N) −→ HomO
X

an [Dan](Man, Nan).

is an isomorphism for any M, N ∈ Modc(OX[D]). Let us take a coherent OX-
submodule M0 ⊂ M such that OX[D] ⊗OX

M0 � M . Then we obtain{
HomOX[D](M, N) � HomOX

(M0, N)

HomO
X

an [Dan](Man, Nan) � HomO
X

an (Man
0 , Nan).

Furthermore, N being a union
⋃

i∈I Ni of coherent OX-submodules Ni ⊂ N , we
have

HomOX
(M0, N) �

⋃
i∈I

HomOX
(M0, Ni)

�
⋃
i∈I

HomO
X

an (Man
0 , Nan

i ) (by GAGA)

� HomO
X

an (Man
0 , Nan).

This completes the proof ��
Note that Conn(X; D) consists of pairs (M, ∇) of M ∈ Modc(OX[D]) and

∇ ∈ HomC(M, �1
X

⊗OX
M) satisfying

∇(ϕs) = d ϕ ⊗ s + ϕ∇s (ϕ ∈ OX, s ∈ M), (5.3.3)

[∇θ , ∇θ ′ ] = ∇[θ,θ ′] (θ, θ ′ ∈ �X). (5.3.4)

In view of Lemma 5.3.11 Conne(X
an; Dan) is equivalent to the category consisting

of pairs (M, ∇̃) of M ∈ Modc(OX[D]) and ∇̃ ∈ HomC(Man, �1
X

an ⊗O
X

an Man)

satisfying
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∇̃(ϕs) = d ϕ ⊗ s + ϕ∇̃s (ϕ ∈ O
X

an , s ∈ Man), (5.3.5)

[∇̃θ , ∇̃θ ′ ] = ∇̃[θ,θ ′] (θ, θ ′ ∈ �
X

an ). (5.3.6)

Hence it is sufficient to show that for M ∈ Mod(OX[D]) the two sets

� = {∇ ∈ HomC(M, �1
X

⊗OX
M) | ∇ satisfies (5.3.3) and (5.3.4)},

�̃ = {∇̃ ∈ HomC(Man, �1
X

an ⊗O
X

an Man) | ∇̃ satisfies (5.3.5) and (5.3.6)}
are in bijective correspondence. Since these two sets are defined by C-linear mor-
phisms (not by O-linear morphisms), we cannot directly use GAGA. We will show
the correspondence by rewriting the conditions in terms of O-linear morphisms.

We first show that the two sets

�1 = {∇ ∈ HomC(M, �1
X

⊗OX
M) | ∇ satisfies (5.3.3)},

�̃1 = {∇̃ ∈ HomC(Man, �1
X

an ⊗O
X

an Man) | ∇̃ satisfies (5.3.5)}
are in bijective correspondence. We need some preliminaries on differential operators.

Let Y be a complex manifold or a smooth algebraic variety. For OY -modules K

and L we define the subsheaves FpD(K, L) (p ∈ Z) of HomC(M, N) recursively
on p by FpD(K, L) = 0 for p < 0 and

FpD(K, L) = {P ∈ HomC(M, N) | Pf − f P ∈ Fp−1D(K, L) (∀f ∈ OY )}
for p ≥ 0. Sections of FpD(K, L) are called differential operators of order p. Let
us give a different description of FpD(K, L). Let δ : Y → Y × Y be the diagonal
embedding, and let pj : Y × Y → Y (j = 1, 2) be the projections. We denote by
J ⊂ OY×Y the defining ideal of δ(Y ). By taking δ−1 of the canonical morphism
p−1

j OY → OY×Y we obtain two ring homomorphisms

αj : OY = δ−1p−1
j OY → δ−1OY×Y

for j = 1, 2. In particular, we have two OY -module structures on δ−1OY×Y . Since
J is an ideal of OY×Y , we also have two OY -module structures on δ−1J k and
δ−1(J k/J l) (k < l). We note that the two OY -module structures on
δ−1(J k/J k+1) coincide and that δ−1(J/J 2) is identified with �1

Y . We consider
HomOY

(δ−1OY×Y ⊗OY
K, L), where the tensor product δ−1OY×Y ⊗OY

K is
taken with respect to the OY -module structure on δ−1OY×Y induced by α2, and
δ−1OY×Y ⊗OY

K is regarded as an OY -module via the OY -module structure on
δ−1OY×Y induced by α1. Define

β : HomOY
(δ−1OY×Y ⊗OY

K, L) → HomC(K, L)

by (β(ψ))(s) = ψ(1 ⊗ s). Then we have the following.

Lemma 5.3.12. The morphism β induces an isomorphism

HomOY
(δ−1(OY×Y /J p+1) ⊗OY

K, L) � FpD(K, L).
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The proof is left to the readers.
Now we return to the original situation. Note that we have

�1 ⊂ F1D(M, �1
X

⊗OX
M), �̃1 ⊂ F1D(Man, �1

X
an ⊗O

X
an Man).

By examining the condition (5.3.3) we see by Lemma 5.3.12 that �1 is in bijective
correspondence with the set

{ϕ ∈ HomC(δ−1(OX×X/J 2) ⊗OX
M, �1

X
⊗OX

M) | ϕ|�1
X

⊗O
X

M = id},

where δ−1(J/J 2) is identified with �1
X

. We have obtained a description of �1 in
terms of O-modules. The same argument holds true in the analytic category and we
have a similar description of �̃1. Now we can apply GAGA to conclude that �1 is
in bijective correspondence with �̃1.

Let us finally give a reformulation of the conditions (5.3.4), (5.3.6). For
∇ ∈ HomC(M, �1

X
⊗OX

M) satisfying (5.3.3) we define ∇1 ∈ HomC(�1
X

⊗OX

M, �2
X

⊗OX
M) by ∇1(ω ⊗ s) = dω ⊗ s − ω ∧ ∇s. Then we have ∇1 ◦ ∇ ∈

HomOX
(M, �2

X
⊗OX

M), and ∇ satisfies the condition (5.3.4) if and only if

∇1 ◦ ∇ = 0. This gives a reformulation of the condition (5.3.4) in terms of an
OX-linear morphism. In the analytic category we also have a similar reformulation
of the condition (5.3.6). Now we can apply GAGA to obtain the desired bijection
� � �̃. The proof of Theorem 5.3.8 is now complete.
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Regular Holonomic D-Modules

In this chapter we give the definition of regular holonomic D-modules, and prove that
the regular holonomicity is preserved by various functorial operations of D-modules
that we introduced in earlier chapters.

6.1 Definition and main theorems

There are several mutually equivalent ways to define the regularity of holonomic D-
modules. Here, following the notes of Bernstein [Ber3] we adopt a definition based
on the classification theorem of simple holonomic D-modules (Theorem 3.4.2) and
the regularity of integrable connections. One of the advantages of this definition is
that it gives a concrete description of regular holonomic D-modules.

Definition 6.1.1. Let X be a smooth algebraic variety. We say that a holonomic DX-
module M is regular if any composition factor of M is isomorphic to the minimal
extension L(Y, N) of some regular integrable connection N on a locally closed
smooth subvariety Y of X such that the inclusion Y → X is affine (see Theorem 3.4.2).

Notation 6.1.2.
(i) We denote by Modrh(DX) the full subcategory of Modh(DX) consisting of reg-

ular holonomic DX-modules.
(ii) We denote by Db

rh(DX) the full subcategory of Db
h(DX) consisting of objects

M · ∈ Db
h(DX) such that Hi(M ·) ∈ Modrh(DX) for any i ∈ Z.

It follows immediately from the above definition that the category Modrh(DX) of
regular holonomic DX-modules is closed under the operations of taking submodules,
quotient modules, and extensions inside Modqc(DX). Consequently Modrh(DX) is
an abelian subcategory of Modh(DX), and Db

rh(DX) is a triangulated subcategory
of Db

h(DX).

Remark 6.1.3. By Proposition 5.3.4 an integrable connection is regular in the sense
of Section 5.3 if and only if all of its composition factors are as well. Therefore, we
have Connreg(X) = Conn(X) ∩ Modrh(DX).
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Remark 6.1.4. Let C be a smooth curve. Then any simple holonomic DC-module
is of the form L(Y, N) where Y consists of a single point or is a (connected) non-
empty open subset of C, and N is an integrable connection on Y . If Y consists of a
single point, L(Y, N) is always a regular integrable connection. Hence a holonomic
DC-module is regular in the sense of Definition 6.1.1 if and only if it is regular in the
sense of Definition 5.1.21.

The main results in this chapter are the following two theorems.

Theorem 6.1.5. Let X be a smooth algebraic variety.

(i) The duality functor DX preserves Db
rh(DX).

(ii) Let f : X → Y be a morphism of smooth algebraic varieties. Then the functors∫
f
,
∫

f ! sends Db
rh(DX) to Db

rh(DY ), and the functors f †, f � sends Db
rh(DY )

to Db
rh(DX).

Theorem 6.1.6 (Curve testing criterion). Let X be a smooth algebraic variety. The
following conditions on M · ∈ Db

h(DX) are equivalent:

(i) M · ∈ Db
rh(DX).

(ii) i
†
CM · ∈ Db

rh(DC) for any locally closed embedding iC : C ↪→ X of a smooth
algebraic curve C.

(iii) k†M · ∈ Db
rh(DC) for any morphism k : C → X from a smooth algebraic curve

C.

The proof of Theorem 6.1.5 and Theorem 6.1.6 will be given in the next section.

Remark 6.1.7. It is known that a holonomic DX-module M is regular if and only if
i∗CM(= H dim X−1(i

†
CM)) ∈ Modrh(DC) for any iC : C ↪→ X as inTheorem 6.1.6 (ii)

(see Mebkhout [Me5, p. 163, Prop. 5.4.2]). Namely, we do not have to consider all
cohomology sheaves of i

†
CM .

In this book we do not go into detail about the theory of regular holonomic D-
modules on complex manifolds. Here, we only give its definition and state some
known facts without proofs.

Definition 6.1.8. Let X be a complex manifold. We say that a holonomic DX-module
M is regular if there locally exists a goof filtration F of M such that for any P ∈
F mDX satisfying σm(P )|Ch(M) = 0 we have PF kM ⊂ F k+m−1M for any k.

For a complex manifold X we denote by Modrh(DX) the full subcategory of
Modh(DX) consisting of regular holonomic DX-modules. It is known that the cat-
egory Modrh(DX) is closed under the operations of taking submodules, quotient
modules, and extensions inside the category Modc(DX) of coherent DX-modules. In
particular, it is an abelian category. We denote by Db

rh(DX) the full subcategory of
Db

h(DX) consisting of objects M · ∈ Db
h(DX) such that Hi(M ·) ∈ Modrh(DX) for

any i ∈ Z. This is a triangulated subcategory of Db
h(DX). The following results are

proved by Kashiwara–Kawai [KK3].
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Theorem 6.1.9. Let X be a complex manifold. Then any regular holonomic DX-
module admits a global good filtration.

Theorem 6.1.10. Let X be a complex manifold. Then the duality functor DX sends
Db

rh(DX) to Db
rh(DX)op.

Theorem 6.1.11. Let f : X → Y be a morphism of complex manifolds.

(i) The inverse image functor f † sends Db
rh(DY ) to Db

rh(DX).
(ii) If f is proper, the direct image functor

∫
f

sends Db
rh(DX) to Db

rh(DY ).

One can show the following using a result in Kashiwara–Kawai [KK3].

Theorem 6.1.12. Let X be a smooth algebraic variety, and let M be a holonomic
DX-module. Take a divisor completion j : X ↪→ X of X. Then M is regular if and
only if (j∗M)an is regular.

6.2 Proof of main theorems

In this section we give a proof of Theorem 6.1.5 and Theorem 6.1.6. It is divided into
several steps.

(Step 1) We show that the conditions (ii) and (iii) in Theorem 6.1.6 are equivalent.
We only need to show that (ii) implies (iii). Assume (ii). Let k : C → X

be a morphism from a smooth algebraic curve C. We may assume that C is con-
nected. If Im(k) consists of a single point p, then we have k†M · � OC ⊗C r†M ·[1],
where r : {p} ↪→ X is the inclusion. Hence the assertion is obvious. Assume
that dim Im(k) = 1. Take a non-empty smooth open subset C′ of Im(k) and
denote by k0 : C0 := k−1C′ → C′ the canonical morphism. Then we have
k†M ·|C0 = k

†
0i

†
C′M · ∈ Db

rh(DC0) by (ii) and Lemma 5.1.23. Hence we obtain
k†M · ∈ Db

rh(DC) by Remark 6.1.4.

(Step 2) Let us show Theorem 6.1.5 (i).
We need to show DXM · ∈ Db

rh(DX) for M · ∈ Db
rh(DX). By induction on the

cohomological length of M · we may assume that M · = M ∈ Modrh(DX). We can
also reduce the problem to the case when M is simple by induction on the length of
the composition series of M . In this case M is the minimal extension L(Y, N) of a
regular integrable connection N on a locally closed smooth subvariety Y of X such
that the inclusion i : Y → X is affine. By Proposition 3.4.3 and Example 2.6.10
we have

DXL(Y, N) � L(Y, DY N), DY N � HomOY
(N, OY ).

Hence the assertion is a consequence of Proposition 5.3.5. The proof of Theo-
rem 6.1.5 (i) is complete.

It follows from Step 2 that the proof of Theorem 6.1.5 (ii) is reduced to the
following two statements for a morphism f : X → Y of smooth algebraic varieties:
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(a) For any M · ∈ Db
rh(DX) we have

∫
f

M · ∈ Db
rh(DY ).

(b) For any M · ∈ Db
rh(DY ) we have f †M · ∈ Db

rh(DX).

We first verify (a) in some special cases in Step 3 and Step 4.

(Step 3) Let X be a smooth algebraic variety and let X be a smooth completion of X

such that the complementary set D = X \ X is a normal crossing divisor on X. We
show that (a) holds when f is the embedding j : X ↪→ X and M · = M ∈ Connreg(X).

The functor j∗ being exact, we may assume that M is simple by induction on the
length of M . By Theorem 3.4.2 (ii), each composition factor L of j∗M is of the form
L = L(Y, N) (Y ⊂ X is affine and N is an integrable connection on Y ), and we need
to show that N is a regular integrable connection. If j†L 	= 0, then we have N � M

by Theorem 3.4.2, and hence N is regular in this case. Therefore, we assume that
j†L = 0 in the following.

Claim. Let D = X \X = ⋃r
i=1 Di be the irreducible decomposition of D. For each

subset I ⊂ {1, 2, . . . , r} set DI := ⋂
i∈I

Di and consider its irreducible decomposition

DI = ⋃
α DI,α . Also set D′

I,α := DI,α \ ⋃
j /∈I

Dj (an open subset of DI,α). Then

for the above composition factor L satisfying j†L = 0, there exist a pair (I, α) with
I 	= ∅ and an integrable connection N over D′

I,α such that L � L(D′
I,α, N).

Proof of claim. Theorem 5.3.7 implies that j∗M is generated by a �X〈D〉-stable
coherent OX-submodule K . Define a good filtration F of j∗M by Fp(j∗M) =
(FpDX)K for p ≥ 0. Then �X〈D〉(⊂ �X = grF

1 DX) acts trivially on grF M .
From this we easily see that

Ch(j∗M) ⊂
⋃
I,α

T ∗
DI,α

X.

In other words, the characteristic variety Ch(j∗M) is a union of conormal bundles
T ∗

DI,α
X. Since Ch(L) ⊂ Ch(j∗M), L must satisfy the same condition. Therefore, the

support of L is a union of DI,α’s. Let us take an irreducible component DI,α of the
support of L. Let iD′

I,α
: D′

I,α → X be the inclusion. By Kashiwara’s equivalence and

Lemma 2.3.5 we see that the characteristic variety of the pull-back N := (iD′
I,α

)†L to

D′
I,α coincides with the zero-section T ∗

D′
I,α

D′
I,α , and hence N is a non-zero integrable

connection by Proposition 2.2.5. By (the proof of) Theorem 3.4.2 (ii) we easily see
from the simplicity of L that L coincides with the minimal extension L(D′

I,α, N)

of N . ��
Now our task is to prove that the integrable connection N in the claim above is

regular. By Theorem 5.3.7 we have j∗M = ⋃
i Wi for coherent OX-submodules Wi

of j∗M stable under the action of DX[D]. Hence the composition factor L of j∗M

also satisfies the same condition L = ⋃
i W ′

i . Note that the pair (D′
I,α, DI,α) is geo-

metrically very similar to (X, X), and that �I,α := DI,α \ D′
I,α is a normal crossing
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divisor on DI,α . Now recall that supp L = DI,α . Therefore, by Kashiwara’s equiv-
alence for the inclusion iDI,α

: DI,α ↪→ X, the complex (iDI,α
)†L is concentrated in

degree 0.
Let us show that (iDI,α

)†L also satisfies the same property as L itself, that
is, (iDI,α

)†L is a union of coherent ODI,α
-submodules stable under the action of

DDI,α
[�I,α]. First consider the case where X ⊃ D = {x1 · · · xr = 0} ⊃ DI =

{x1 = 0}. Then we have H 0(iDI
)†L = Ker(x1 : L → L) and the coherent OX-

submodule W ′
i stable under the actions of θi = xi∂i (1 ≤ i ≤ r) induces a coherent

ODI
-coherent submodule Vi = W ′

i ∩ Ker(x1 : L → L) of (iDI
)†L stable under the

actions of θi (2 ≤ i ≤ r). We also have (iDI
)†L = ⋃

i Vi . In the general case where
the codimension of DI,α is greater than one we can repeat this procedure.

Now let h = 0 be the defining equation of the divisor �I,α on DI,α . Then we
see that

(iD′
I,α↪→DI,α

)∗N = ODI,α
[�I,α] ⊗ODI,α

(iDI,α
)†L

also has the same property
⋃

k≥0, i

[ODI,α
h−k ⊗ Vi] = ODI,α

[�I,α] ⊗ODI,α
(iDI,α

)†L.

Therefore, Theorem 5.3.7 implies that N is a regular connection on D′
I,α .

(Step 4) For an algebraic variety Y we denote the singular locus of Y by Sing Y . We
show the following.

Claim. Let S (resp. C) be a smooth projective algebraic variety of dimension 2 (resp.
1), and let S0 ⊂ S (resp. C0 ⊂ C) be a non-empty open subset. Set �S := S \S0 and
�C := C \C0. We assume that �S is a normal crossing divisor on S. Let f : S → C

be a morphism satisfying the following conditions:

(i) f (S0) ⊂ C0 and f |S0 : S0 → C0 is smooth.
(ii) f (Sing �S) ⊂ �C .

We denote by i : S0 ↪→ S the embedding. Then for any regular integrable connection
M on S0 we have

∫
f

i∗M ∈ Db
rh(DC).

This result is due to Griffiths [Gri] and it was later generalized to higher dimensions
by Deligne. We call this fact the regularity of Gauss–Manin connections.

Proof of claim. Recall the notation DS〈�S〉, DC〈�C〉, etc., in Section 5.3. Similarly
to DS→C , we define a (DS〈�S〉, f −1DC〈�C〉)-bimodule DS→C〈�〉 by

DS→C〈�〉 := OS ⊗f −1OC
f −1DC〈�C〉.

For the sake of simplicity we consider the corresponding equivalent problem in the
category of “right’’ D-modules. Recall that the direct image under f of a complex
M · ∈ Db(D

op
S ) of right DS-modules is given by∫

f

M · := Rf∗(M · ⊗L
DS

DS→C).

We define a functor
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f

: Db(Mod(DS〈�S〉op)) −→ Db(Mod(DC〈�C〉op))

by ∫ 〈�〉

f

M · := Rf∗(M · ⊗L
DS 〈�S 〉 DS→C〈�〉).

Then we have

(1) For M ∈ Mod(D
op
S0

) we have an isomorphism∫
f

i∗M �
∫ 〈�〉

f

i∗M

in Db(Mod(DC〈�C〉op)).
(2) Let L be a right DS〈�S〉-module which is coherent over OS . Then all the co-

homology sheaves of
∫ 〈�〉

f
L are right DC〈�C〉-modules which are coherent

over OC .

The assertion (1) follows immediately from DS〈�S〉|S0 = DS0 and DS→C〈�〉|S0= DS0→C0 . Let us prove (2). By our conditions (i), (ii) on f we see that the canonical
morphism

�S〈�S〉 −→ f ∗�C〈�C〉 = OS ⊗f −1OC
f −1�C〈�C〉

is an epimorphism. Denote by �S/C〈�〉 its kernel. Then we have an exact sequence

0 −→ DS〈�S〉 ⊗OS
�S/C〈�〉 −→ DS〈�S〉 −→ DS→C[�] −→ 0

of DS〈�S〉-modules. We can regard this as a locally free resolution of DS→C〈�〉,
and hence for a right DS〈�S〉-module L we have∫ 〈�〉

f

L = Rf∗
[
L ⊗OS

�S/C〈�〉 −→ L].

Since f is proper, the cohomology sheaves H ∗(
∫ 〈�〉

f
L) are coherent over OC if L is

coherent over OS . This completes the proof of (2).
Now we can finish the proof of our claim. Since M is a regular integrable connec-

tion on S0, we see by Theorem 5.3.7 that there exist OS-coherent DS〈�S〉-submodules
Lα ⊂ i∗M such that i∗M = lim−→

α

Lα . By (1) there exist isomorphisms

H ∗
∫

f

i∗M � H ∗
∫ 〈�〉

f

i∗M � H ∗
∫ 〈�〉

f

lim−→
α

Lα � lim−→
α

H ∗
∫ 〈�〉

f

Lα

of DC〈�C〉-modules. By (2) H ∗(
∫ 〈�〉

f
Lα) is coherent over OC , and hence we have∫

f
i∗M ∈ Db

rh(DC) by Theorem 5.3.7. The proof of our claim is complete. ��
In Step 5–Step 8 we will show the statement (a) and the equivalence of (i) and (ii)

in Theorem 6.1.6 simultaneously by induction on dim supp(M ·), where supp(M ·) :=⋃
j supp(Hj (M ·)).
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(Step 5) We show that the statement (a) holds when f is an affine embedding i :
X ↪→ Y and M = M · ∈ Connreg(X).

Let us consider the distinguished triangle∫
i!

M −→
∫

i

M −→ Ci(M)
+1−→

in Db
h(DY ) associated to the morphism

∫
i! → ∫

i
(see Section 3.4). Since i is an

affine embedding, we have Hp
∫

i
M = 0 (p 	= 0) and Hp

∫
i! M = 0 (p 	= 0).

Therefore, by considering the cohomology long exact sequence associated to the
above distinguished triangle we see that any composition factor of H 0(

∫
i! M) or

H 0(
∫

i
M) is isomorphic to that of H ∗Ci(M) or to that of the minimal extension

L(X, M) = Im
(
H 0(

∫
i! M) → H 0(

∫
i
M)
)
. Since L(X, M) is regular by definition,

we have only to show that Ci(M) ∈ Db
rh(DY ).

By a theorem of Hironaka we can decompose the morphism i into the composite
of an open immersion j : X → X and a proper morphism f : X → Y , where
X \ X is a normal crossing divisor on X. By applying the functor

∫
f

= ∫
f ! to the

distinguished triangle ∫
j !

M −→
∫

j

M −→ Cj (M)
+1−→

associated to the open embedding j we obtain a distinguished triangle∫
i!

M −→
∫

i

M −→
∫

f

Cj (M)
+1−→ .

Hence we have
∫

f
Cj (M) � Ci(M). On the other hand we know already that∫

j
M,

∫
j ! M ∈ Db

rh(DX) by Step 2 and Step 3. Hence it follows from the above

distinguished triangle that Cj (M) ∈ Db
rh(DX). Moreover, by the construction in

Theorem 3.4.2 we have

dim supp Cj (M) < dim supp M.

Therefore, we obtain Ci(M) � ∫
f

Cj (M) ∈ Db
rh(DY ) by our hypothesis of induction.

(Step 6) We give a proof of (i)=⇒(ii) in Theorem 6.1.6, i.e., we show i
†
CM · ∈

Db
rh(DC) for any M · ∈ Db

rh(DX) and any embedding iC : C ↪→ X of an algebraic
curve.

By induction on the cohomological length of M · we may assume M · = M ∈
Modrh(DX). We may also assume that M is a simple object of Modrh(DX) by
induction on the length of M . In this case M is a minimal extension M = L(Y, N)

(j : Y ↪→ X: affine) of a simple regular integrable connection N on Y . Set Q =
(
∫

j
N)/M . By Theorem 3.4.2 we have dim supp Q < dim supp M . Moreover, we

have Q ∈ Db
rh(DX) by Step 5. Therefore, the hypothesis of induction implies that

we have i
†
CQ ∈ Db

rh(DC). Hence by the distinguished triangle
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i
†
CM −→ i

†
C

∫
j

N −→ i
†
CQ

+1−→

we have only to show i
†
C

∫
j

N ∈ Db
rh(DC). By applying the base change theorem

(Theorem 1.7.3) to the cartesian square

Y ∩ C
i0→ Y

j0

−→

j

↪−→
C

iC
↪→ X,

we get i
†
C

∫
j

N � ∫
j0

i
†
0N (note that Y ∩ C is smooth since C is one-dimensional).

Hence it is sufficient to show that
∫

j0
i
†
0N ∈ Db

rh(DC). In the case dim Y ∩ C = 0
this is obvious. If dim Y ∩ C = 1, then Y ∩ C is an open subset of C. In this case
i
†
0N is a regular integrable connection on Y ∩C up to a shift of degrees by definition.

Hence by the definition of regular holonomic D-modules on algebraic curves, we
have

∫
j0

i
†
0N ∈ Db

rh(DC).

(Step 7) We give a proof of (ii)=⇒(i) in Theorem 6.1.6.

Let M · ∈ Db
h(DX). We assume that i

†
CM · ∈ Db

rh(DC) for any embedding
iC : C ↪→ X of an algebraic curve, and will show that M · ∈ Db

rh(DX). Set
S = supp M ·. By Proposition 3.1.6 there exists an open dense subset Y of S such
that H ∗(i†M ·) are integrable connections on Y (i : Y ↪→ X). We may assume that
i : Y ↪→X is an affine embedding. Take an open dense subset U of X such that
S ∩ U = Y and set Z = X \ U . We denote by k : Y → U and j : U → X the
embeddings. Note that i = j ◦ k and that j (resp. k) is an open (resp. a closed)
embedding. By the distinguished triangle

R�Z(M ·) −→ M · −→
∫

j

j†M · +1−→

in Db
h(DX) associated to the triplet U ↪→ X ←↩ Z it is sufficient to show that

R�Z(M ·),
∫

j
j†M · ∈ Db

rh(DX).

We first show R�Z(M ·) ∈ Db
rh(DX). By supp R�Z(M ·) ⊂ S ∩ Z we have

dim supp R�Z(M ·) < dim supp M ·. Hence we have only to show to i
†
CR�Z(M ·) ∈

Db
rh(DC) for any curve C by the hypothesis of induction. Applying the functor i

†
C to

the above distinguished triangle we obtain a distinguished triangle

i
†
CR�Z(M ·) −→ i

†
CM · −→ i

†
C

∫
j

j†M · +1−→

Hence it is sufficient to show i
†
C

∫
j

j†M · ∈ Db
rh(DX). By applying the base change

theorem to the cartesian square
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U
j−−−−→ X�⏐⏐ iC

�⏐⏐
U ∩ C

α−−−−→ C

we obtain i
†
C

∫
j

j†M · � ∫
α

α†i
†
CM ·, and hence we have only to show that∫

α
α†i

†
CM · ∈ Db

rh(DC). This is obvious if dim U ∩ C = 0. Assume that

dim U ∩ C = 1. By our assumption we have i
†
CM · ∈ Db

rh(DC), and hence we

obtain
∫

α
α†i

†
CM · ∈ Db

rh(DC) by the definition of the regularity for holonomic
D-modules on algebraic curves.

Next let us show
∫

j
j†M · ∈ Db

rh(DX). By applying Kashiwara’s equivalence

(Theorem 1.6.2) to the closed embedding k : Y ↪→ U we easily see that
∫

j
j†M · �∫

i
i†M ·. Recall that H ∗(i†M ·) are integrable connections on Y . Since i is affine, it

is sufficient to show H ∗(i†M ·) ∈ Connreg(Y ) by Step 5. For this it is sufficient to
show j

†
CH ∗(i†M ·) ∈ Db

rh(DC) for any locally closed embedding jC : C → Y of a

curve C into Y . Since H ∗(i†M ·) are integrable connections, we have j
†
CH ∗(i†M ·) �

H ∗−1+dY (j
†
Ci†M ·)[1 − dY ] � H ∗−1+dY ((i ◦ jC)†M ·)[1 − dY ]. Hence it belongs to

Db
rh(DC) by our assumption on M ·.

(Step 8) We give a proof of (a) for general f .
It is enough to prove the assertion separately for the case of closed embeddings,

and for the case of projections.
We first treat the case when f : X → Y is a closed embedding. As before we

may assume that M · = M = L(X1, N) for some locally closed smooth subvariety
X1 of X such that the embedding i : X1 → X is affine and N ∈ Connreg(X1). Since
the dimension of the support of the cokernel of the morphism L(X1, N) ↪→ ∫

i
N is

less than that of M · = L(X1, N), it is enough to prove
∫

f ◦i
N ∈ Db

rh(DY ) by our
hypothesis of induction. This assertion has already been proved in Step 5 (f ◦ i is an
affine embedding).

Next we deal with the case of a projection f : X = Z × Y → Y and M · ∈
Db

rh(DX). By the argument in the proof of Lemma 3.2.5 we may assume that Z is
affine from the beginning. Let us choose a closed embedding j : Z → AN and
factorize f as the composite of j × IdY : X = Z × Y → AN × Y and a projection
AN × Y → Y . Since the morphism j × IdY is a closed embedding, it is enough to
prove our assertion for p : AN × Y → Y . Moreover, decomposing AN × Y → Y

into AN × Y → AN−1 × Y → · · · → A1 × Y → Y , we can further reduce the
problem to the case of projections A1 × Y → Y (with fiber A1). By Step 6, Step 7,
and Theorem 1.7.3 we may also assume that Y is an algebraic curve C. Namely, for
p : A1 ×C → C and M · ∈ Db

rh(DA1×C), we have only to prove
∫

p
M · ∈ Db

rh(DC).
As before, we may assume that M · = M = L(X1, N) for some locally closed smooth
subvariety X1 of A1 × C such that i : X1 → A1 × C is affine and N ∈ Connreg(X1).
By dim supp Coker(L(X1, N) → ∫

i
N) < dim supp(L(X1, N) and the hypothesis

of induction it is sufficient to show
∫

p◦i
N ∈ Db

rh(DC). The case dim X1 ≤ 1 is
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already known (see Lemma 5.1.23) and hence we may assume that X1 is an open
subset of A1 × C. Namely, it is sufficient to show following statement.

Claim. Let U be a non-empty open subset of A1 ×C. We denote by i : U → A1 ×C

and p : A1 × C → C the embedding and the projection, respectively. Then for any
regular integrable connection N on U we have

∫
p◦i

N ∈ Db
rh(DC).

Proof of claim. We first note that we can always replace C and U with a non-empty
open dense subset C′ of C and U ′ = p−1C′ ∩ U , respectively, by the definition of
regularity for holonomic D-modules on algebraic curves. Take a smooth completion
j : C → C of C, and regard A1 × C as an open subset of P1 × C. We denote by
p : P1 × C → C the projection. Note that (P1 × C) \ U is a union of a divisor
and finitely many points. Hence by replacing C with its non-empty open subset
we may assume from the beginning that p(Sing((P1 × C) \ U)) ⊂ C \ C. Then
by Hironaka’s desingularization theorem we can take a proper surjective morphism
π : S → P1 × C such that the morphism π0 : π−1(U) → U induced by π is an
isomorphism, �S := π−1((P1 × C) \ U) is a normal crossing divisor on S, and
π(Sing �S) ⊂ Sing((P1 × C) \ U). Set S0 = π−1U , f = p ◦ π : S → C, and let
i : S0 → S be the embedding. Then we have f (Sing � = S) ⊂ C \ C, and

j∗
∫

p◦i

N �
∫

f

i∗π∗
0 N.

Hence our claim follows from Step 4. ��
(Step 9) The statement (b) follows easily from Theorem 6.1.6.

The proof of Theorem 6.1.5 and Theorem 6.1.6 is now complete.
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Riemann–Hilbert Correspondence

This chapter is concerned with one of the most important theorems in D-module
theory. This fundamental theorem, which is now called the Riemann–Hilbert cor-
respondence, establishes an equivalence between the category of regular holonomic
D-modules and that of perverse sheaves. It builds a bridge from analysis to topology
leading us to a number of applications in various fields in mathematics.

7.1 Commutativity with de Rham functors

Recall that for a smooth algebraic variety X we have the duality functors

DX : Db
h(DX) → Db

h(DX)op, DX : Db
c (X) → Db

c (X)op.

Recall also that for a morphism f : X → Y of smooth algebraic varieties we have
the functors ∫

f

: Db
h(DX) −→ Db

h(DY ), Rf∗ : Db
c (X) −→ Db

c (Y ),∫
f !

: Db
h(DX) −→ Db

h(DY ), Rf! : Db
c (X) −→ Db

c (Y ),

f † : Db
h(DY ) −→ Db

h(DX), f ! : Db
c (Y ) −→ Db

c (X),

f � : Db
h(DY ) −→ Db

h(DX), f −1 : Db
c (Y ) −→ Db

c (X).

By Theorem 6.1.5 all of the functors DX,
∫

f
,
∫

f !, f †, f � preserve Db
rh. We know

already that

DX DRX(M ·) � DRX(DXM ·) (M · ∈ Db
h(DX)) (7.1.1)

(see Corollary 4.6.5 and Proposition 4.7.9), i.e., the de Rham functor on Db
h commutes

with the duality functors. In this section we will also prove the commutativity of the
de Rham functor on Db

rh with the inverse and direct image functors.
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We first note that there exists a canonical morphism

DRY

(∫
f

M ·) −→ Rf∗ DRX(M ·) (M · ∈ Db
h(DX)) (7.1.2)

by Proposition 4.7.5. Hence by (7.1.1) we also have a canonical morphism

Rf! DRX(M ·) −→ DRY

(∫
f !

M ·) (M · ∈ Db
h(DX)). (7.1.3)

On the other hand we have a canonical morphism

DRX(f †N ·) −→ f ! DRY (N ·) (N · ∈ Db
h(DY )) (7.1.4)

as the image of Idf †N ·, under the composite of the morphisms

HomDb
h(DX)(f

†N ·, f †N ·) � HomDb
h(DY )

(∫
f !

f †N ·, N ·)
→ HomDb

c (Y )

(
DRY

(∫
f !

f †N ·), DRY (N ·)
)

→ HomDb
c (Y )(Rf! DRX(f †N ·), DRY (N ·))

� HomDb
c (X)(DRX(f †N ·), f ! DRY (N ·)).

Here we have used the fact that f † is right adjoint to
∫

f ! (Corollary 3.2.15) and f ! is
right adjoint to Rf!. Hence by (7.1.1) we also have a canonical morphism

f −1 DRY (N ·) −→ DRX(f �N ·) (N · ∈ Db
h(DY )). (7.1.5)

Theorem 7.1.1. Let f : X → Y be a morphism of smooth algebraic varieties.
Then the canonical morphisms (7.1.2), (7.1.3), (7.1.4), (7.1.5) are isomorphisms if
M · ∈ Db

rh(DX) and N · ∈ Db
rh(DY ). Namely, we have the following isomorphisms

of functors:

DRY ◦
∫

f

� Rf∗ ◦ DRX : Db
rh(DX) −→ Db

c (Y ),

DRY ◦
∫

f !
� Rf! ◦ DRX : Db

rh(DX) −→ Db
c (Y ),

DRX ◦f † � f ! ◦ DRY : Db
rh(DY ) −→ Db

c (X),

DRX ◦f � � f −1 ◦ DRY : Db
rh(DY ) −→ Db

c (X).

Proof. Let us show that (7.1.2) is an isomorphism for M · ∈ Db
rh(DX). Note that this

is already verified if f is projective (Proposition 4.7.5). We first deal with the case
M · = M ∈ Connreg(X). By a theorem of Hironaka f can be factorized as f = p◦j ,
where j : X ↪→ X̄ is an open embedding such that X \X is a normal crossing divisor
on X and p : X̄ → Y is projective. Hence we may assume that f = j . In this case
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the assertion follows from Theorem 5.2.24 and Proposition 5.3.6. Now we treat the
general case. We may assume M · = M ∈ Modrh(DX). By induction on dim supp M

we may also assume that M = ∫
i
L, where i : Z → X is an affine embedding of a

smooth locally closed subvariety Z of X and L is a regular integrable connection on
Z. Then we have

DRY

∫
f

M = DRY

∫
f

∫
i

L � DRY

∫
f ◦i

L � R(f ◦ i)∗ DRZ L

� Rf∗Ri∗ DRZ L � Rf∗ DRX

∫
i

L = Rf∗ DRX M.

We have proved that (7.1.2) is an isomorphism for M · ∈ Db
rh(DX).

Next we show that (7.1.4) is an isomorphism for N · ∈ Db
rh(DY ). Note that this is

already verified if f is smooth (Corollary 4.3.3). By factorizing f into a composite of
the graph embedding X ↪→ X×Y and the projection p : X×Y → Y we have only to
deal with the case where f is a closed embedding i : X ↪→ Y . Let j : Y \X ↪→ Y be
the corresponding open embedding. Then for N · ∈ Db

rh(DY ) we have the following
morphism of distinguished triangles:

DRY

∫
i
i†N · −−−−→ DRY N · −−−−→ DRY

∫
j

j†N · +1−−−−→
ψ

⏐⏐	 Id

⏐⏐	 ϕ

⏐⏐	
Ri∗i!DRY N · −−−−→ DRY N · −−−−→ Rj∗j !DRY N · +1−−−−→

Since j is smooth, we have DRY\X j†N · � j ! DRY N ·. Hence by j†N · ∈ Db
rh(DY\X)

we have

DRY

∫
j

j†N · � Rj∗ DRY\X j†N · � Rj∗j !DRY N ·,

i.e., the morphism ϕ is an isomorphism. Therefore, ψ is also an isomorphism. By

DRY

∫
i

i†N · −→∼ Ri∗ DRX i†N ·,

we obtain an isomorphism

Ri∗ DRX i†N · � Ri∗i! DRY N ·.
Note that i−1Ri∗ = Id since i is a closed embedding. Hence we obtain the desired
result by applying i−1 to the above isomorphism. We have shown that (7.1.4) is an
isomorphism for N · ∈ Db

rh(DY ).
The remaining assertions follow from the ones proved thus far in view of

(7.1.1). ��
Remark 7.1.2. As we saw above, the assumption of the regularity of D-modules is
essential for the proof of the commutativity DRY

∫
j

� Rj∗ DRX (resp. DRX i† �
i! DRY ) of DR with the direct image (resp. the inverse image) for an open embed-
ding j (resp. for a closed embedding i). Using this property of regular holonomic
D-modules, Mebkhout [Me6] defined certain objects in Db

c (CX) to measure the “ir-
regularity’’ of holonomic D-modules (perverse sheaves called irregularity sheaves).
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7.2 Riemann–Hilbert correspondence

Now we can state one of the most important results in the theory of D-modules,
which is now called the Riemann–Hilbert correspondence. The following original
version of this theorem for regular holonomic D-modules on complex manifolds was
established by Kashiwara in [Kas6], [Kas10] (a different proof was also given later
by Mebkhout [Me4]).

Theorem 7.2.1. For a complex manifold X the de Rham functor

DRX : Db
rh(DX) −→ Db

c (X)

gives an equivalence of categories.

We do not give a proof of this result in this book.
After the appearance of the above original analytic version Beilinson–Bernstein

developed systematically a theory of regular holonomic D-modules on smooth alge-
braic varieties and obtained an algebraic version of the Riemann–Hilbert correspon-
dence stated below (see also Brylinski [Br], where the algebraic version is deduced
from the analytic one).

Theorem 7.2.2. For a smooth algebraic variety X the de Rham functor

DRX : Db
rh(DX) −→ Db

c (X)

gives an equivalence of categories.

Sketch of proof. We first prove that the functor DRX is fully faithful, i.e., there exists
an isomorphism

HomDb
rh(DX)(M

·, N ·) −→∼ HomDb
c (X)(DRX M ·, DRX N ·) (7.2.1)

for M ·, N · ∈ Db
rh(DX). In fact, we will prove a more general result:

R HomDX
(M ·, N ·) � R HomCXan (DRX M ·, DRX N ·). (7.2.2)

Let � : X ↪→ X × X be the diagonal embedding and let p : X → pt be the unique
morphism from X to the variety pt consisting of a single point. By Corollary 2.6.15
we have

R HomDX
(M ·, N ·) �

∫
p

�†(DXM · � N ·). (7.2.3)

To calculate the right-hand side of (7.2.2) we need

R HomCXan (F ·, G·) � Rp∗�!(DXF · � G·) (F ·, G· ∈ Db
c (X)). (7.2.4)

This follows by applying Rp∗(•) = R�(X, •) to

�!(DXF · � G·) � �!DX×X(F · � DXG·)
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� DX�−1(F · � DXG·)
� DX(F · ⊗C DXG·)
� RHomC(F · ⊗C DXG·, ωX)

� RHomC(F ·, RHomC(DXG·, ωX))

� RHomC(F ·, D2
XG·)

� RHomC(F ·, G·).

Therefore, we obtain the desired result by

R HomCXan (DRX M ·, DRX N ·)
� Rp∗�!((DX DRX M ·) � DRX N ·) (7.2.4)

� Rp∗�!(DRX(DXM ·) � DRX N ·) (Proposition 4.7.9)

� Rp∗�!(DRX×X((DXM ·) � N ·)) (Proposition 4.7.8)

� Rp∗ DRX(�†(DXM · � N ·)) (Theorem 7.1.1)

� DRpt

∫
p

�†(DXM · � N ·) (Theorem 7.1.1)

�
∫

p

�†(DXM · � N ·) (DRpt = Id)

� R HomDX
(M ·, N ·) (7.2.3)

(note that the regular holonomicity is necessary whenever we used Theorem 7.1.1).
It remains to prove that the functor DRX is essentially surjective, i.e., for any

F · ∈ Db
c (X) there exists an object M · ∈ Db

rh(DX) satisfying DRX(M ·) � F ·. It is
enough to check it for generators of the triangulated category Db

c (X). Hence we may
assume that F · = Ri∗L ∈ Db

c (CX) for an affine embedding i : Z ↪→ X of a locally
closed smooth subvariety Z of X and a local system L on Zan. By Theorem 5.3.8 there
exists a (unique) regular integrable connection N on Z such that DRZ N � L[dim Z].
Set M · = ∫

i
N [− dim Z] ∈ Db

rh(DX). Then we have

DRX(M ·) = DRX

∫
i

N [− dim Z] � Ri∗ DRZ N [− dim Z] � Ri∗L = F ·.

The proof is complete. ��
Remark 7.2.3. It is not totally trivial whether the isomorphism (7.2.1) constructed in
the sketch of proof coincides with the one induced by DRX. To make it more precise,
we need to check many relations among various functors (we refer to Morihiko
Saito [Sa2, §4] for details about this problem). That is why we add the terminology
“Sketch of.’’

By Proposition 4.2.1 we obtain the following.

Corollary 7.2.4. The solution functor
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SolX : Db
rh(DX) −→∼ Db

c (X)op

gives an equivalence of categories.

The image of the full subcategory Modrh(DX) of Db
rh(DX) under the de Rham

functor DRX : Db
rh(DX)

∼→ Db
c (X) is described by the following.

Theorem 7.2.5. The de Rham functor induces an equivalence

DRX : Modrh(DX) −→∼ Perv(CX)

of categories. In particular, Perv(CX) is an abelian category.

The rest of this section is devoted to the proof of Theorem 7.2.5.
For n ∈ Z we denote by D

≥n
h (DX) (resp. D

≤n
h (DX)) the full subcategory of

Db
h(DX) consisting of M · satisfying Hj (M ·) = 0 for j < n (resp. j > n). We also

define full subcategories D≥n
c (X) and D≤n

c (X) of Db
c (X) similarly.

Lemma 7.2.6. For M · ∈ Db
h(DX) we have

M · ∈ D
≥0
h (DX) ⇐⇒ DXM · ∈ D

≤0
h (DX).

Proof. Let us show (=⇒). We may assume that M · 	= 0. Let j be the smallest
(non-negative) integer such that Hj (M ·) 	= 0. Then we have a distinguished triangle

Hj (M ·)[−j ] −→ M · −→ τ�j+1M · +1−→ .

Hence by induction on the cohomological length of M · it is sufficient to show
DX(N [−j ]) ∈ Db

h(DX) for any N ∈ Modh(DX) and any non-negative integer
j . This follows from DX(N [−j ]) = DX(N)[j ] and Corollary 2.6.8 (iii). The proof
of (⇐=) is similar. ��
Corollary 7.2.7. An object M · of Db

h(DX) belongs to Modh(DX) if and only if both

M · and DXM · belong to D
≥0
h (DX).

Lemma 7.2.8. The following conditions on M · ∈ Db
h(DX) are equivalent:

(i) M · ∈ D
≥0
h (DX).

(ii) For any locally closed subvariety Y of X there exists a smooth open dense subset
Y0 of Y such that i

†
Y0

M · ∈ D
≥0
h (DY0) and Hj (i

†
Y0

M ·) is coherent over OY0 for
any j , where iY0 : Y0 → X denotes the embedding.

Proof. (i) ⇒ (ii): In view of Proposition 3.1.6 it is sufficient to show that for any
smooth open dense subset Y0 of Y we have i

†
Y0

M · ∈ D
≥0
h (DY0). This follows from

the fact that the right i−1
Y0

DX-module DY0→X locally admits a free resolution of length
dX − dY0 (see Section 1.5).
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(ii) ⇒ (i): Suppose that we have Hj (M ·) 	= 0 for a negative integer j < 0. Let
j0 be the smallest integer satisfying this property, and set Y = supp Hj0(M ·). It is
sufficient to show Hj0(i!Y0

M ·) 	= 0 for any smooth open dense subset Y0 of Y . By

applying i
†
Y0

to the distinguished triangle

Hj0(M ·)[−j0] −→ M · −→ τ>j0M · +1−→
we obtain a distinguished triangle

i
†
Y0

Hj0(M ·)[−j0] −→ i
†
Y0

M · −→ i
†
Y0

τ>j0M · +1−→ .

By Hj (i
†
Y0

τ>j0M ·) = 0 for j ≥ j0 we have Hj0(i!Y0
M ·) � H 0(i!Y0

Hj0(M ·)). Hence
the assertion follows from Kashiwara’s equivalence. ��

By Lemma 7.2.6 we obtain the following.

Lemma 7.2.9. The following conditions on M · ∈ Db
h(DX) are equivalent:

(i) M · ∈ D
≤0
h (DX).

(ii) For any locally closed subvariety Y of X there exists a smooth open dense subset

Y0 of Y such that i
�
Y0

M · ∈ D
≤0
h (DY0) and Hj (i

�
Y0

M ·) is coherent over OY0 for
any j , where iY0 : Y0 → X denotes the embedding.

Proof of Theorem 7.2.5. By Lemma 7.2.6 and the commutativity of the de Rham
functor with the duality functors it is sufficient to show that the following conditions
on M · ∈ Db

rh(DX) are equivalent:

(a) M · ∈ D
≤0
rh (DX),

(b) dim supp Hj (DRX M ·) ≤ −j for any j ∈ Z.

Set F · = DRX M ·. By Lemma 7.2.9 and the commutativity of the de Rham functor
with the inverse image (on Db

rh) the condition (a) is equivalent to the following;

(c) for any locally closed subvariety Y of X there exists a smooth open dense subset

Y0 of Y such that i−1
Y0

F · ∈ D
≤−dY0
c (Y0) and Hj (i−1

Y0
F ·) is a local system for any

j , where iY0 : Y0 → X denotes the embedding.

(c) ⇒ (b): Set Y = supp(Hj (F ·)), and take a smooth open dense subset Y0 of
Y as in (c). Then by Hj (i−1

Y0
F ·) = i−1

Y0
Hj (F ·) 	= 0 we have j ≤ −dY0 . Hence

dim Y ≤ −j .
(b) ⇒ (c): We may assume that Y is connected. Take a stratification X = �αXα

of X such that Hj (F ·)|Xα is a local system for any α and j . Then there exists some
α such that Y ∩ Xα is open dense in Y . Let Y0 be a smooth open dense subset of Y

contained in Y ∩Xα . Since Hj (i−1
Y0

F ·)(� i−1
Y0

Hj (F ·)) is a local system, it is non-zero

only if dY0 ≤ −j by the assumption (b). Hence we have i−1
Y0

F · ∈ D
≤−dY0
c (Y0). ��
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Remark 7.2.10. Let Y be an algebraic subvariety of X and consider a local system
L on U an for an open dense subset U of the regular part of Y . Then we can as-
sociate to it an intersection cohomology complex ICX(L)· ∈ Perv(CX) on X (see
Section 8.2). This is an irreducible object in the abelian category Perv(CX) whose
support is contained in Y . Let us consider also the regular integrable connection
M on U which corresponds to L by the equivalence of categories in Theorem 5.3.8
(DRU M = L[dim U ]). Then it follows easily from the construction of ICX(L)· that
the minimal extension L(U, M) ∈ Modrh(DX) of M (see Theorem 3.4.2) corre-
sponds to ICX(L)· through the Riemann–Hilbert correspondence in Theorem 7.2.5:

DRX L(U, M) � IC(L).

Remark 7.2.11. In [Kas10] Kashiwara constructed also an explicit inverse of the
solution functor SolX : Db

rh(DX) → Db
c (CX)op for a complex manifold X in order

to establish the Riemann–Hilbert correspondence. He used Schwartz distributions to
construct this inverse functor, which is denoted by RHX(•) in [Kas10]. Motivated by
this construction, Andronikof [An2] and Kashiwara–Schapira [KS3] (see also Colin
[Co]) developed new theories which enable us to study Schwartz distributions and
C∞-functions by purely algebraic methods. In particular, microlocalizations of those
important function spaces are constructed. We also mention here recent results on the
microlocal Riemann–Hilbert correspondence due toAndronikof [An1] and Waschkies
[Was] (see also Gelfand–MacPherson–Vilonen [GMV2]).

7.3 Comparison theorem

As an application of the Riemann–Hilbert correspondence we give a proof of the
comparison theorem. This theorem is concerned with historical motivation of the
theory of regular holonomic D-modules. It is also important from the viewpoint of
applications.

Let ÔX,x be the formal completion of the local ring OX,x at x ∈ X, i.e.,

ÔX,x := lim←−
l

OX,x/ml
x ,

where mx denotes the maximal ideal of OX,x at x. It is identified with the formal
power series ring C[[x1, x2, . . . , xn]] in the local coordinate {xi} of X, and the analytic
local ring OXan,x (the ring of convergent power series at x) is naturally a subring of
ÔX,x . For each point x ∈ X and M˙ ∈ Db(DX), the inclusion OXan,x ↪→ ÔX,x

induces a morphism

νx : R HomDX,x
(M ·

x, OXan,x) −→ R HomDX,x
(M ·

x, ÔX,x)

of complexes, where M ·
x is the stalk of M · at x. Note that the left-hand side of νx

is isomorphic to the stalk (SolX M ·)x of SolX M · ∈ Db(CXan ) at x. On the other
hand the right-hand side R HomDX,x

(M ·
x, ÔX,x) can be considered as a higher-degree

generalization of the formal solutions HomDX,x
(M ·

x, ÔX,x) of M · at x.
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Proposition 7.3.1. If M · ∈ Db
rh(DX), then νx is an isomorphism for each x ∈ X.

Proof. By Proposition 4.2.1

(SolX M ·)x � (DRX DXM ·[−n])x (n = dim X)

� i−1
x DRX DXM ·[−n] (ix : {x} ↪→ X)

� DR{x} D{x}i†
xM ·[−n] (Theorem 7.1.1)

� D{x}i†
xM ·[−n].

For a DX,x-free resolution P · ∼→ M ·
x of M ·

x we have by definition

i
†
xM · � i

†
xP · = C ⊗OX,x

P ·[−n]
and hence

(SolX M ·)x � (C ⊗OX,x
P ·)∗.

On the other hand, since we have

C ⊗OX,x
DX,x = DX,x/mxDX,x

� C[∂1, ∂2, . . . , ∂n]
({xi, ∂i} is a local coordinate system at x), there exists a natural isomorphism

ÔX,x −→∼ HomC(DX,x/mxDX,x, C) = (C ⊗OX,x
DX,x)∗

f �−→ [p(∂) �−→ (p(∂)f )(x)].
Therefore, we get

HomDX,x
(DX,x, ÔX,x) � ÔX,x � (C ⊗OX,x

DX,x)∗,

from which we obtain

HomDX,x
(P ·, ÔX,x) � (C ⊗OX,x

P ·)∗.

Since P · is a free resolution of M ·
x , the left-hand side is isomorphic to

R HomDX,x
(M ·

x, ÔX,x).

Therefore, we obtain the desired isomorphism

R HomDX,x
(M ·

x, ÔX,x) � (SolX M ·)x.

The proof is complete. ��
Remark 7.3.2. Let X be a complex manifold. It is known that a holonomic DX-
module is regular if and only if the canonical morphism

νx : R HomDX,x
(M ·

x, OX,x) → R HomDX,x
(M ·

x, ÔX,x)

is an isomorphism at each x ∈ X. This fact was proved by Malgrange [Ma3] for
ordinary differential equations (the one-dimensional case), and by Kashiwara–Kawai
[KK3] in the general case.
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Perverse Sheaves

In this chapter we will give a self-contained account of the theory of perverse sheaves
and intersection cohomology groups assuming the basic notions concerning con-
structible sheaves presented in Section 4.5. We also include a survey on the theory
of Hodge modules.

8.1 Theory of perverse sheaves

An obvious origin of the theory of perverse sheaves is the Riemann–Hilbert correspon-
dence. Indeed, as we have seen in Section 7.2 one naturally encounters the category
of perverse sheaves as the image under the de Rham functor of the category of reg-
ular holonomic D-modules. Another origin is the intersection cohomology groups
due to Goresky–MacPherson. Perverse sheaves provide the theory of intersection
cohomology groups with a sheaf-theoretical foundation.

In this section we present a systematic treatment of the theory of perverse sheaves
on analytic spaces or (not necessarily smooth) algebraic varieties based on the lan-
guage of t-structures.

8.1.1 t-structures

The derived category of an abelian category C contains C as a full abelian subcate-
gory; however, it sometimes happens that it also contains another natural full abelian
subcategory besides the standard one C. For example, for a smooth algebraic variety
(or a complex manifold) X the derived category Db

c (X) contains the subcategory
Perv(CX) of perverse sheaves as a non-standard full abelian subcategory. It is the
image of the standard one Modrh(DX) of Db

rh(DX) by the de Rham functor

DRX : Db
rh(DX) −→∼ Db

c (X).

More generally one can consider the following problem: in what situation does a
triangulated category contain a natural abelian subcategory? An answer is given by
the theory of t-structures due to Beilinson–Bernstein–Deligne [BBD].
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In this subsection we give an account of the theory of t-structures. Besides the
basic reference [BBD] we are also indebted to Kashiwara–Schapira [KS2, Chapter X].

Definition 8.1.1. Let D be a triangulated category, and let D�0, D�0 be its full sub-
categories. Set D�n = D�0[−n] and D�n = D�0[−n] for n ∈ Z. We say that
the pair (D�0, D�0) defines a t-structure on D if the following three conditions are
satisfied:

(T1) D�−1 ⊂ D�0, D�1 ⊂ D�0.
(T2) For any X ∈ D�0 and any Y ∈ D�1 we have HomD(X, Y ) = 0.
(T3) For any X ∈ D there exists a distinguished triangle

X0 −→ X −→ X1
+1−→

such that X0 ∈ D�0 and X1 ∈ D�1.

Example 8.1.2. Let C be an abelian category and C′ a thick abelian subcategory of C in
the sense of Definition B.4.6. Then by Proposition B.4.7 the full subcategory D

�

C′(C)

of D�(C) (� = ∅, +, −, b) consisting of objects F · ∈ D�(C) satisfying Hj (F ·) ∈ C′
for any j is a triangulated category. We show that D = D

�

C′(C) admits a standard
t-structure (D�0, D�0) given by

D�0 = {F˙ ∈ D
�

C′(C) | Hj (F˙) = 0 for ∀j > 0},
D�0 = {F˙ ∈ D

�

C′(C) | Hj (F˙) = 0 for ∀j < 0}.
Since the condition (T1) is trivially satisfied, we will check (T2) and (T3). For
F˙ ∈ D�0, G˙ ∈ D�1 and f ∈ HomD(F˙, G˙) we have a natural commutative
diagram

F˙ f−−−−→ G˙�⏐⏐� �⏐⏐
τ�0F˙ τ�0(f )−−−−→ τ�0G˙,

where τ�0 : D −→ D�0 denotes the usual truncation functor. By G˙ ∈ D�1 we
easily see that τ�0G˙ is isomorphic in D to the zero object 0, and hence f is zero.
The condition (T2) is thus verified. The remaining condition (T3) follows from the
distinguished triangle

τ�0F˙ −→ F˙ −→ τ�1F˙ +1−→
for F˙ ∈ D.

Now let (D�0, D�0) be a t-structure of a triangulated category D.

Definition 8.1.3. We call the full subcategory C = D�0 ∩ D�0 of D the heart (or
core) of the t-structure (D�0, D�0).
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We will see later that hearts of t-structures are abelian categories (Theorem 8.1.9).

Proposition 8.1.4. Denote by ι : D�n −→ D (resp. ι′ : D�n −→ D) the inclusion.
Then there exists a functor τ�n : D −→ D�n (resp. τ�n : D −→ D�n) such that
for any Y ∈ D�n and any X ∈ D (resp. for any X ∈ D and any Y ∈ D�n) we have
an isomorphism

HomD�n(Y, τ�nX) −→∼ HomD(ι(Y ), X)

(resp. HomD�n(τ�nX, Y ) −→∼ HomD(X, ι′(Y ))),

i.e., τ�n is right adjoint to ι, and τ�n is left adjoint to ι′.

Proof. It is sufficient to show that for any X ∈ D there exist Z ∈ D�n and Z′ ∈ D�m

such that

HomD(Y, Z) � HomD(Y, X) (Y ∈ D�n),

HomD(Z′, Y ′) � HomD(X, Y ′) (Y ′ ∈ D�m).

We may assume that n = 0 and m = 1. Let X0 and X1 be as in (T3). We will
show that Z = X0 and Z′ = X1 satisfy the desired property. We will only show the
statement for X0 (the one for X1 is proved similarly). Let Y ∈ D�0. Applying the
cohomological functor HomD(Y, •) to the distinguished triangle

X0 −→ X −→ X1
+1−→

we obtain an exact sequence

HomD(Y, X1[−1]) −→ HomD(Y, X0) −→ HomD(Y, X) −→ HomD(Y, X1).

By (T2) we have HomD(Y, X1[−1]) = HomD(Y, X1) = 0, and hence we obtain

HomD(Y, X0) −→∼ HomD(Y, X).

The proof is complete. ��
Note that if a right (resp. left) adjoint functor exists, then it is unique up to

isomorphisms. We call the functors

τ�n : D −→ D�n, τ�n : D −→ D�n

the truncation functors associated to the t-structure (D�0, D�0). We use the conven-
tion τ>n = τ�n+1 and τ<n = τ�n−1.

By definition we have canonical morphisms

τ�nX −→ X, X −→ τ�nX (X ∈ D). (8.1.1)

By the proof of Proposition 8.1.4 we easily see the following.
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Proposition 8.1.5.
(i) The canonical morphisms (8.1.1) is embedded into a distinguished triangle

τ�n(X) −→ X −→ τ�n+1(X)
+1−→ (8.1.2)

in D.
(ii) For X ∈ D let

X0 −→ X −→ X1
+1−→

be as in (T3). Then there exist identifications X0 � τ�0X and X1 � τ�1X by
which the morphisms X0 → X and X → X1 are identified with the canonical
ones (8.1.1). In particular, X0 and X1 are uniquely determined from X ∈ D.

Proposition 8.1.6. The following conditions on X ∈ D are equivalent:

(i) We have X ∈ D�n (resp. X ∈ D�n).
(ii) The canonical morphism τ�nX → X (resp. X → τ�nX) is an isomorphism.

(iii) We have τ>nX = 0 (resp. τ<nX = 0).

Proof. The equivalence of (ii) and (iii) is obvious in view of (8.1.2). The implication
(ii)=⇒(i) is obvious by τ�nX ∈ D�n and τ�nX ∈ D�n. It remains to show
(i)=⇒(ii). Let us show that the canonical morphism τ�nX → X is an isomorphism
for X ∈ D�n. We may assume that n = 0. By applying Proposition 8.1.5 (ii) to the
obvious distinguished triangle

X
id−→ X −→ 0

+1−→
we see that the canonical morphism τ�0X → X is an isomorphism. The remaining
assertion is proved similarly. ��
Lemma 8.1.7. Let

X′ −→ X −→ X′′ +1−→
be a distinguished triangle in D. If X′, X′′ ∈ D�0 (resp. D�0), then X ∈ D�0 (resp.
D�0). In particular, if X′, X′′ ∈ C, then X ∈ C.

Proof. We only prove the assertion for D�0. Assume that X′, X′′ ∈ D�0. By
Proposition 8.1.6 it is enough to show τ>0(X) = 0. In the exact sequence

HomD(X′′, τ>0(X)) −→ HomD(X, τ>0(X)) −→ HomD(X′, τ>0(X))

we have HomD(X′′, τ>0(X)) = HomD(X′, τ>0(X)) = 0 by (T2), and hence
HomD(τ>0(X), τ>0(X)) = HomD(X, τ>0(X)) = 0 by Proposition 8.1.4. This
implies τ>0(X) = 0. ��
Proposition 8.1.8. Let a, b be two integers.

(i) If b ≥ a, then we have τ�b ◦ τ�a � τ�a ◦ τ�b � τ�a and τ�b ◦ τ�a �
τ�a ◦ τ�b � τ�b.



8.1 Theory of perverse sheaves 185

(ii) If a > b, then τ�b ◦ τ�a � τ�a ◦ τ�b � 0.
(iii) τ�a ◦ τ�b � τ�b ◦ τ�a .

Proof. (i) By Proposition 8.1.6 we obtain τ�b ◦ τ�a � τ�a . We see from Proposi-
tion 8.1.4 that for any X ∈ D and Y ∈ D�a we have

HomD�a (Y, τ�aτ�bX) � HomD(Y, τ�bX) � HomD�b (Y, τ�bX)

� HomD(Y, X) � HomD�a (Y, τ�aX),

and hence τ�a ◦ τ�b � τ�a . The remaining assertion can be proved similarly.
(ii) This is an immediate consequence of Proposition 8.1.6.
(iii) By (ii) we may assume b ≥ a. Let X ∈ D. We first construct a morphism

φ : τ�aτ�bX −→ τ�bτ�aX. By (i) there exists a distinguished triangle

τ�bτ�aX −→ τ�aX −→ τ>bX
+1−→,

from which we conclude τ�bτ�aX ∈ D�a by Lemma 8.1.7. Hence we obtain a
chain of isomorphisms

HomD(τ�bX, τ�aX) � HomD(τ�bX, τ�bτ�aX)

� HomD�a (τ�aτ�bX, τ�bτ�aX).

Then φ ∈ HomD(τ�aτ�bX, τ�bτ�aX) is obtained as the image of the composite
of natural morphisms τ�bX −→ X −→ τ�aX through these isomorphisms. Let us
show that φ is an isomorphism. By (i) there exists a distinguished triangle

τ<aX −→ τ�bX −→ τ�aτ�bX
+1−→,

from which we obtain τ�aτ�bX ∈ D�b by Lemma 8.1.7. On the other hand,
applying the octahedral axiom to the three distinguished triangles⎧⎪⎪⎨⎪⎪⎩

τ<aX
p−→ τ�bX −→ τ�aτ�bX

+1−→
τ<aX

q◦p−→ X −→ τ�aX
+1−→

τ�bX
q−→ X −→ τ>bX

+1−→,

we get a new one

τ�aτ�bX −→ τ�aX −→ τ>bX
+1−→ .

Then it follows from τ�aτ�bX ∈ D�b and Proposition 8.1.5 (ii) that τ�aτ�bX �
τ�b(τ�aX). ��
Theorem 8.1.9.

(i) The heart C = D�0 ∩ D�0 is an abelian category.
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(ii) An exact sequence

0 −→ X
f−→ Y

g−→ Z −→ 0

in C gives rise to a distinguished triangle

X
f−→ Y

g−→ Z
+1−→

in D.

Proof. (i) Let X, Y ∈ C. By applying Lemma 8.1.7 to the distinguished triangle

X −→ X ⊕ Y −→ Y
+1−→

in D we see that X ⊕ Y ∈ C.
It remains to show that any morphism f : X → Y in C admits a kernel and

a cokernel and that the canonical morphism Coim f −→ Im f is an isomorphism.
Embed f into a distinguished triangle

X
f−→ Y −→ Z

+1−→ .

Then we have Z ∈ D�0 ∩ D�−1 by Lemma 8.1.7. We will show that the kernel and
the cokernel of f are given by

Coker f � H 0(Z) = τ�0Z,

Ker f � H−1(Z) = τ�0(Z[−1]).
Consider the exact sequences

HomD(X[1], W) → HomD(Z, W) → HomD(Y, W) → HomD(X, W),

HomD(W, Y [−1]) → HomD(W, Z[−1]) → HomD(W, X) → HomD(W, Y )

for W ∈ C. By (T2) and Proposition 8.1.4 they are rewritten as

0 −→ HomD(τ�0Z, W) −→ HomD(Y, W) −→ HomD(X, W),

0 −→ HomD(W, τ�0(Z[−1])) −→ HomD(W, X) −→ HomD(W, Y ).

This implies that Coker f � τ�0Z and Ker f � τ�0(Z[−1]). Let us show that the
canonical morphism Coim f −→ Im f is an isomorphism. Let us embed Y −→
Coker f into a distinguished triangle

I −→ Y −→ Coker f
+1−→ .

Then I ∈ D�0 by Lemma 8.1.7. Applying the octahedral axiom to the three distin-
guished triangles
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Y

p−→ Z −→ X[1] +1−→
Y

q◦p−→ Coker f −→ I [1] +1−→
Z

q−→ Coker f −→ Ker f [2] +1−→,

we get new distinguished triangles

X[1] −→ I [1] −→ Ker f [2] +1−→,

Ker f −→ X −→ I
+1−→ .

This implies I ∈ D�0 by Lemma 8.1.7 and hence we have I ∈ C. Then by the
argument used in the proof of the existence of a kernel and a cokernel we conclude that

Im f = Ker(Y → Coker f ) � I � Coker(Ker f → X) = Coim f.

(ii) Embed X
f−→ Y into a distinguished triangle

X
f−→ Y −→ W

+1−→ .

Then by Ker f = 0 and Coker f � Z we obtain W � Z by the proof of (i). ��
Definition 8.1.10. We define a functor

H 0 : D −→ C = D�0 ∩ D�0

by H 0(X) = τ�0τ�0X = τ�0τ�0X ∈ C. For n ∈ Z we set Hn(X) = H 0(X[n]) =
(τ�nτ�nX)[n] ∈ C.

Proposition 8.1.11. The functor H 0 : D −→ C = D�0 ∩ D�0 is a cohomological
functor in the sense of Definition B.3.8.

Proof. We need to show for a distinguished triangle

X −→ Y −→ Z
+1−→

in D that
H 0(X) −→ H 0(Y ) −→ H 0(Z)

is an exact sequence in C. The proof is divided into several steps.
(a) We prove that

0 −→ H 0(X) −→ H 0(Y ) −→ H 0(Z) (8.1.3)

is exact under the condition X, Y, Z ∈ D�0. For W ∈ C consider the exact sequence

HomD(W, Z[−1]) → HomD(W, X) → HomD(W, Y ) → HomD(W, Z).
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By (T2) we have HomD(W, Z[−1]) = 0. Moreover, for V ∈ D�0 we have
τ�0V � τ�0τ�0V = H 0(V ), and hence HomD(W, V ) � HomD(W, τ�0V ) �
HomC(W, H 0(V )) by Proposition 8.1.4. Hence the above exact sequence is rewrit-
ten as

0 −→ HomC(W, H 0(X)) −→ HomC(W, H 0(Y )) −→ HomC(W, H 0(Z)),

from which we obtain our assertion.
(b) We prove that (8.1.3) is exact assuming only Z ∈ D�0. Let W ∈ D<0.

Then we have HomD(W, Z) = HomD(W, Z[−1]) = 0 and hence HomD(W, X) �
HomD(W, Y ). By Proposition 8.1.4 this implies that the canonical morphism
τ<0X −→ τ<0Y is an isomorphism. Therefore, applying the octahedral axiom
to the distinguished triangles⎧⎪⎪⎨⎪⎪⎩

τ<0X
p−→ X −→ τ�0X

+1−→
τ<0X

q◦p−→ Y −→ τ�0Y
+1−→

X
q−→ Y −→ Z

+1−→,

we get a new one

τ�0X −→ τ�0Y −→ Z
+1−→ .

Hence our assertion is a consequence of (a).
(c) Similarly to (b) we can prove that

H 0(X) −→ H 0(Y ) −→ H 0(Z) −→ 0

is exact under the condition X ∈ D�0.
(d) Finally, let us consider the general case. Embed the composite of the mor-

phisms τ�0X −→ X −→ Y into a distinguished triangle

τ�0X −→ Y −→ W
+1−→ .

By applying (c) we have an exact sequence

H 0(X) −→ H 0(Y ) −→ H 0(W).

Now applying the octahedral axiom to the distinguished triangles⎧⎪⎪⎨⎪⎪⎩
τ�0X

r−→ X −→ τ>0X
+1−→

τ�0X
s◦r−→ Y −→ W

+1−→
X

s−→ Y −→ Z
+1−→,

we get a distinguished triangle

W −→ Z −→ τ>0X[1] +1−→ .
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Hence by (b) we have an exact sequence

0 −→ H 0(W) −→ H 0(Z).

This completes the proof. ��
For a distinguished triangle

X −→ Y −→ Z
+1−→

in D we thus obtain a long exact sequence

· · · −→ H−1(Z) −→ H 0(X) −→ H 0(Y ) −→ H 0(Z) −→ H 1(X) −→ · · ·
in C.

Now let Di be triangulated categories endowed with t-structures (D�0
i , D�0

i )

(i = 1, 2), and let F : D1 −→ D2 be a functor of triangulated categories. We denote
by Ci the heart of (D�0

i , D�0
i ).

Definition 8.1.12. We define an additive functor

pF : C1 −→ C2

by pF = H 0 ◦ F ◦ ε1, where ε1 : C1 → D1 denotes the inclusion functor.

Definition 8.1.13. We say that F is left t-exact (resp. right t-exact) if F(D�0
1 ) ⊂ D�0

2

(resp. F(D�0
1 ) ⊂ D�0

2 ). We also say that F is t-exact if it is both left and right t-exact.

Example 8.1.14. Let C1, C2 be abelian categories and let G : C1 → C2 be a left
exact functor. Assume that C1 has enough injectives. Then the right derived functor
RG : D+(C1) −→ D+(C2) is left t-exact with respect to the standard t-structures of
D+(Ci ) (see Example 8.1.2).

Proposition 8.1.15. Let Di , (D�0
i , D�0

i ), (i = 1, 2) and F : D1 −→ D2 be as above.
Assume that F is left t-exact.

(i) For any X ∈ D1 we have τ�0(F (τ�0X)) � τ�0F(X). In particular, for
X ∈ D�0

1 there exists an isomorphism pF (H 0(X)) � H 0(F (X)) in C2.
(ii) pF : C1 −→ C2 is a left exact functor between abelian categories.

Proof. (i) It is sufficient to show that the canonical morphism

Hom
D�0

2

(
W, τ�0(F (τ�0(X)))

) → Hom
D�0

2

(
W, τ�0(F (X))

)
is an isomorphism for any W ∈ D�0

2 . By Proposition 8.1.4 we have

Hom
D�0

2

(
W, τ�0(F (τ�0(X)))

) � HomD2

(
W, F(τ�0(X))

)
,
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Hom
D�0

2

(
W, τ�0(F (X))

) � HomD2

(
W, F(X)

)
,

and hence we have only to show that the canonical morphism

HomD2

(
W, F(τ�0(X))

) −→ HomD2

(
W, F(X)

)
is an isomorphism for any W ∈ D�0

2 . By the distinguished triangle

F(τ�0(X)) −→ F(X) −→ F(τ�1(X))
+1−→

we obtain an exact sequence

HomD2(W, F (τ�1(X))[−1]) −→ HomD2(W, F (τ�0(X)))

−→ HomD2(W, F (X))

−→ HomD2(W, F (τ�1(X))).

Since F is left t-exact, we have F(τ�1(X)) ∈ D�1
2 , and hence

HomD2(W, F (τ�1(X))[n]) = 0 (n ≤ 0)

by (T2). Therefore, the assertion follows from the above exact sequence.
(ii) For an exact sequence

0 −→ X −→ Y −→ Z −→ 0

in C1 we have a distinguished triangle

X −→ Y −→ Z
+1−→

in D1 by Theorem 8.1.9 (ii). Hence we obtain a distinguished triangle

F(X) −→ F(Y ) −→ F(Z)
+1−→

in D2. By considering the cohomology long exact sequence associated to it we obtain
an exact sequence

H−1(F (Z)) −→ H 0(F (X)) −→ H 0(F (Y )) −→ H 0(F (Z)).

It remains to show H−1(F (Z)) = 0. Since F is left t-exact, we have F(Z) ∈
D�0

2 . Hence we have τ�−1F(Z) = 0 by Proposition 8.1.6. It follows that we have
H−1(F (Z)) = τ�−1τ�−1F(Z)[−1] = 0. ��
Lemma 8.1.16. Let D′

i be a triangulated category and Di ⊂ D′
i its full triangulated

subcategory with a t-structure (D�0
i , D�0

i ) (i = 1, 2). Assume that F : D′
1 −→ D′

2
and G : D′

2 −→ D′
1 are functors of triangulated categories and F is the left adjoint

functor of G.
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(i) If F(D1) ⊂ D2 and F(D�0
1 ) ⊂ D�d

2 for d ∈ Z, then for any Y ∈ D�0
2 satisfying

G(Y) ∈ D1 we have G(Y) ∈ D�−d
1 .

(ii) If G(D2) ⊂ D1 and G(D�0
2 ) ⊂ D�−d

1 for d ∈ Z, then for any X ∈ D�0
1 satisfying

F(X) ∈ D2 we have F(X) ∈ D�d
2 .

Proof. We prove only the assertion (i). By Proposition 8.1.6 it is enough to show
τ<−dG(Y ) = 0. According to Proposition 8.1.4, for any X ∈ D<−d

1 we have an
isomorphism

HomD<−d
1

(X, τ<−dG(Y )) � HomD1(X, G(Y ))

� HomD2(F (X), Y ) = 0

(note F(X) ∈ D<0
2 and Y ∈ D�0

2 ). Therefore, we have τ<−dG(Y ) = 0. ��
Corollary 8.1.17. Let Di be a triangulated category with a t-structure (i = 1, 2).
Assume that F : D1 −→ D2 and G : D2 −→ D1 are functors of triangulated
categories and F is the left adjoint functor of G. Then F is right t-exact if and only
if G is left t-exact.

8.1.2 Perverse sheaves

From now on, let X be a (not necessarily smooth) algebraic variety or an analytic space
and denote by Db

c (X) the full subcategory of Db(X) = Db(Mod(CX)) consisting of
objects F · ∈ Db(X) such that Hj (F ·) is a constructible sheaf on X for any j . For the
definition of constructible sheaves and basic properties of Db

c (X) see Section 4.5. The

aim of this subsection is to introduce the perverse t-structure (pD
�0
c (X), pD

�0
c (X))

on D = Db
c (X) and define the category of perverse sheaves on X to be its heart

pD
�0
c (X) ∩ pD

�0
c (X). We follow the basic reference [BBD]. We are also indebted

to [GM1], [G1], and [KS2, Chapter X].

Remark 8.1.18.
(i) Although we restrict ourselves to the case of complex coefficients, all of the

results that we present in Sections 8.1.2 and 8.2 remain valid even after replacing
Mod(CX) with Mod(QX). In particular, we have the notion perverse sheaves
and intersection cohomology groups with coefficients in Q. They are essential
for the theory of Hodge modules to be explained in Section 8.3.

(ii) The t-structure that we treat here is the one with respect to the “middle perversity’’
in the terminology of [GM1].

(iii) There exists a more general theory of perverse sheaves on subanalytic spaces as
explained in [KS2, Chapter X].

Notation 8.1.19. For a locally closed analytic subspace S of X we denote its dimen-
sion by dS . The inclusion map S ↪−→ X is usually denoted by iS .

Recall that we denote by DX : Db
c (X)op −→∼ Db

c (X) the Verdier duality functor.
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Definition 8.1.20. We define full subcategories pD
�0
c (X) and pD

�0
c (X) of Db

c (X) as

follows. For F˙ ∈ Db
c (X) we have F˙ ∈ pD

�0
c (X) if and only if

(i) dim{supp Hj (F˙)} ≤ −j for any j ∈ Z,

and F˙ ∈ pD
�0
c (X) if and only if

(ii) dim{supp Hj (DXF˙)} ≤ −j for any j ∈ Z,

We define a full subcategory Perv(CX) of Db
c (X) by

Perv(CX) = pD�0
c (X) ∩ pD�0

c (X).

We will show later that the pair (pD
�0
c (X), pD

�0
c (X)) defines a t-structure on

Db
c (X), and hence Perv(CX) will turn out to be an abelian category. Since we have

DXDXF˙ � F˙ for any F˙ ∈ Db
c (X), the Verdier duality functor DX(•) exchanges

pD
�0
c (X) with pD

�0
c (X).

Lemma 8.1.21. Let F˙ ∈ Db
c (X). Then we have

supp Hj (DXF˙) = {x ∈ X| H−j (i!{x}F˙) 	= 0}
for any j ∈ Z, where i{x} : {x} ↪−→ X are inclusion maps.

Proof. Since for each x ∈ X we have

i!{x}F˙ � i!{x}DXDXF˙ � D{x}i−1
{x}(DXF˙),

we obtain an isomorphism H−j (i!{x}F˙) � [Hj (DXF˙)x]∗ for any j ∈ Z. ��
Proposition 8.1.22. Let F˙ ∈ Db

c (X) and X = ⊔
α∈A Xα be a complex stratification

of X consisting of connected strata such that i−1
Xα

F˙ and i!Xα
F˙ have locally constant

cohomology sheaves for any α ∈ A. Then

(i) F˙ ∈ pD
�0
c (X) if and only if Hj (i−1

Xα
F˙) = 0 for any α and j > −dXα .

(ii) F˙ ∈ pD
�0
c (X) if and only if Hj (i!Xα

F˙) = 0 for any α and j < −dXα .

Proof. (i) Trivial.
(ii) By Lemma 8.1.21, F˙ ∈ pD

�0
c (X) if and only if

dim{x ∈ X| H−j (i!{x}F˙) 	= 0} ≤ −j

for any j ∈ Z. For x ∈ Xα decompose the morphism i{x} : {x} ↪−→ X into

{x} j{x}
↪−→ Xα

iXα
↪−→ X. Then we have an isomorphism

i!{x}F˙ � j !{x}i!Xα
F˙ � j−1

{x} i
!
Xα

F˙[−2dXα ], (8.1.4)

where we used our assumption on i!Xα
F˙ in the last isomorphism. Hence for any

j ∈ Z by the connectedness of Xα , Xα ∩ {x ∈ X| H−j (i!{x}F˙) 	= 0} = Xα ∩
supp Hj (DXF˙) is Xα or ∅. Moreover, from (8.1.4) we easily see that the following
conditions are equivalent for any α ∈ A:



8.1 Theory of perverse sheaves 193

(a) Hj (i!Xα
F˙) = 0 for any j < −dXα .

(b) H−j (i!{x}F˙) = 0 for any x ∈ Xα and j > −dXα .

(c) Xα ∩ supp Hj (DXF˙) = ∅ for any j > −dXα .

The last condition (c) implies that for any stratum Xα such that Xα ⊂ supp Hj (DXF˙)
we must have dXα ≤ −j . This completes the proof. ��
Corollary 8.1.23. Assume that X is a connected complex manifold and all the coho-
mology sheaves of F˙ ∈ Db

c (X) are locally constant on X. Then

(i) F˙ ∈ pD
�0
c (X) if and only if Hj (F˙) = 0 for any j > −dX.

(ii) F˙ ∈ pD
�0
c (X) if and only if Hj (F˙) = 0 for any j < −dX.

Proposition 8.1.24. Let F˙ ∈ Db
c (X). Then the following four conditions are equiv-

alent:

(i) F˙ ∈ pD
�0
c (X).

(ii) For any locally closed analytic subset S of X we have

Hj (i!S(F˙)) = 0 for any j < −dS.

(iii) For any locally closed analytic subset S of X we have

H
j
S (F˙) = Hj R�S(F˙) = 0 for any j < −dS.

(iv) For any locally closed “smooth’’ analytic subset S of X we have

Hj (i!S(F˙)) = 0 for any j < −dS.

Proof. First, since we have Hi
S(•) = HiRiS∗i!S(•), the conditions (ii) and (iii) are

equivalent. Let us prove the equivalence of (ii) and (iv). Assume that the condition
(iv) is satisfied for F˙ ∈ Db

c (X). We will show that

Hj (i!Z(F˙)) = 0 for any j < −dZ. (8.1.5)

for any locally closed (possibly singular) analytic subset Z of X by induction on
dim Z. Denote by Zreg the smooth part of Z and set Z′ = Z \ Zreg. Then dim Z′ <

dim Z and our hypothesis of induction implies that

H
j

Z′(F˙) = 0 for any j < −dZ′ .

In particular, we have

H
j

Z′(F˙) = 0 for any j < −dZ.

So the assertion (8.1.5) follows from (iv) and the distinguished triangle

R�Z′(F˙) −→ R�Z(F˙) −→ R�Zreg(F˙) +1−→ .
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Now let us take a complex stratification X = �α∈AXα of X consisting of con-
nected strata such that i−1

Xα
F˙ and i!Xα

F˙ have locally constant cohomology sheaves
for any α ∈ A. Then by Proposition 8.1.22 the condition (i) is equivalent to the one
Hj (i!Xα

F˙) = 0 for any α and j < −dXα . Therefore, if we take S = Xα in (iv)
we see that (iv) implies (i). It remains to prove that (i) implies (iv). Assume that
Hj (i!Xα

F˙) = 0 for any α and j < −dXα . For any locally closed (smooth) analytic
subset S in X, we need to show that

Hj (i!S(F˙)) = 0 for any j < −dS.

Set Xk = ⊔
dim Xα≤k Xα in X (k = −1, 0, 1, . . . , dX). Since

X−1 = ∅ ⊂ X0 ⊂ · · · ⊂ XdX
= X,

it is enough to prove the following assertions (P)k by induction on k:

(P)k : H
j
S∩Xk

(F˙) = 0 for any j < −dS. (8.1.6)

Moreover, by the distinguished triangles

R�S∩Xk−1(F˙) −→ R�S∩Xk
(F˙) −→ R�S∩(Xk\Xk−1)(F˙) +1−→

for k = 0, 1, . . . , dX, we can reduce the problem to the proof of the assertions

(Q)k : H
j

S∩(Xk\Xk−1)(F˙) = 0 for any j < −dS. (8.1.7)

Note that Xk \ Xk−1 is the union of k-dimensional strata. Hence we obtain a direct
sum decomposition

H
j

S∩(Xk\Xk−1)(F˙) �
⊕

dim Xα=k

H
j
S∩Xα

(F˙)

and it remains to show Hj (i!S∩Xα
F˙) � 0 for any α ∈ A and j < −dS . Decomposing

iS∩Xα : S ∩ Xα ↪−→ X into S ∩ Xα

jXα
↪−→ Xα

iXα
↪−→ X we obtain an isomorphism

i!S∩Xα
F˙ � j !

Xα
(i!Xα

(F˙)). Therefore, by applying Lemma 8.1.25 below to Y = Xα

and G˙ = i!Xα
(F˙) ∈ Db

c (Y ) we obtain

Hj j !
Xα

(G˙) � Hj i!S∩Xα
(F˙) � 0 for any j < −dS∩Xα .

This completes the proof. ��
Lemma 8.1.25. Let Y be a complex manifold and G˙ ∈ Db

c (Y ). Assume that all the
cohomology sheaves of G˙are locally constant on Y and for an integer d ∈ Z we have
Hj G˙ = 0 for j < d. Then for any locally closed analytic subset Z of Y we have

H
j
Z(G˙) = 0 for any j < d + 2 codimY Z.
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Proof. By induction on the cohomological length of G˙ we may assume that G˙ is a
local system L on Y . Since the question is local on Y , we may further assume that L

is the constant sheaf CY . Hence it is sufficient to show

H
j
Z(CY ) = 0 for any j < 2 codimY Z.

This well-known result can be proved by induction on the dimension of Z with the
help of the distinguished triangle

R�Z\Zreg(CY ) −→ R�Z(CY ) −→ R�Zreg(CY )
+1−→ . ��

It is easily seen that F · ∈ Db
c (X) belongs to pD

�0
c (X) if and only if the condition

(i)∗ for any Zariski locally closed irreducible subvariety S of X there exists a Zariski
open dense smooth subset S0 of S such that Hj (i−1

S0
F ·) is a local system for any

j and Hj (i−1
S0

F ·) = 0 for any j > −dS

is satisfied (see the proof of Lemma 7.2.9). Also by the proof of Proposition 8.1.24,
we easily see that F · ∈ Db

c (X) belongs to pD
�0
c (X) if and only if the condition

(ii)∗ for any Zariski locally closed irreducible subvariety S of X there exists a Zariski
open dense smooth subset S0 of S such that Hj (i!S0

F ·) is a local system for any

j and Hj (i!S0
F ·) = 0 for any j < −dS

is satisfied.

Proposition 8.1.26. Let F˙ ∈ pD
�0
c (X) and G˙ ∈ pD

�0
c (X).

(i) We have
Hj (RHomCX

(F˙, G˙)) = 0

for any j < 0.
(ii) The correspondence

{open subsets of X} 
 U �−→ HomDb(U)(F˙|U , G˙|U )

defines a sheaf on X.

Proof. (i) Set S = ⋃
j<0 supp(Hj (RHomCX

(F˙, G˙))) ⊂ X. Assume that S 	= ∅.
Let iS : S → X be the embedding. For j < 0 we have

supp(Hj RHomCX
(F˙, G˙)) ⊂ S,

and hence

Hj RHomCX
(F˙, G˙) � Hj (R�SRHomCX

(F˙, G˙))
� Hj (iS∗i!SRHomCX

(F˙, G˙))
� iS∗Hj (RHomCS

(i−1
S F˙, i!SG˙)).
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Our assumption F˙ ∈ pD
�0
c (X) implies that

dim supp
{
Hk(i−1

S F˙)} ≤ −k

for any k ∈ Z, and the dimension of

Z :=
⋃

k>−dS

supp
{
Hk(i−1

S F˙)} ⊂ S

is less than dS . Therefore, we obtain S0 = S \ Z 	= ∅ and Hj i−1
S0

F˙ = 0 for any

j > −dS . On the other hand, we have Hj i!SG˙ = 0 for any j < −dS . Hence we
obtain Hj RHomCS

(i−1
S F˙, i!SG˙)|S0 = 0 for any j < 0. But this contradicts our

definition S = ⋃
j<0 supp

{
Hj RHomCX

(F˙, G˙)}.
(ii) By (i) we have

HomDb(U)(F˙|U , G˙|U ) = H 0(U, RHomCX
(F˙, G˙))

= �
(
U, H 0(RHomCX

(F˙, G˙))).
Hence the correspondence U �−→ HomDb(U)(F˙|U , G˙|U ) gives a sheaf isomorphic
to H 0(RHomCX

(F˙, G˙)). ��
Now we are ready to prove the following.

Theorem 8.1.27. The pair (pD
�0
c (X), pD

�0
c (X)) defines a t-structure on Db

c (X).

Proof. Among the conditions of t-structures in Definition 8.1.1, (T1) is trivially sat-
isfied and (T2) follows from Proposition 8.1.26 above. Let us show (T3). For
F˙ ∈ Db

c (X), take a stratification X = ⊔
α∈A Xα of X such that i−1

Xα
F˙and i!Xα

F˙have
locally constant cohomology sheaves for any α ∈ A. Set Xk = ⊔

dim Xα≤k Xα ⊂ X

(k = −1, 0, 1, 2, . . . ) and consider the following assertions:

(S)k

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

There exists F0˙ ∈ pD
�0
c (X \ Xk), F1˙ ∈ pD

�1
c (X \ Xk), and a distin-

guished triangle

F0˙ −→ F˙|X\Xk
−→ F1˙ +1−→

in Db
c (X \ Xk) such that F0˙|Xα and F1˙|Xα have locally constant coho-

mology sheaves for any α ∈ A satisfying Xα ⊂ X \ Xk .

Note that what we want to prove is (S)−1. We will show (S)k’s by descending
induction on k ∈ Z. It is trivial for k � 0. Assume that (S)k holds. Let us prove
(S)k−1. Take a distinguished triangle

F0˙ −→ F˙|X\Xk
−→ F1˙ +1−→ (8.1.8)

in Db
c (X \ Xk) as in (S)k . Let j : X \ Xk ↪−→ X \ Xk−1 be the open embedding

and i : Xk \ Xk−1 ↪−→ X \ Xk−1 be the closed embedding. Since j! is left adjoint
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to j !, the morphism F0˙ −→ j !(F˙|X\Xk−1) � F˙|X\Xk
gives rise to a morphism

j!F0˙ −→ F˙|X\Xk−1 . Let us embed this morphism into a distinguished triangle

j!F0˙ −→ F˙|X\Xk−1 −→ G˙ +1−→ . (8.1.9)

We also embed the composite of the morphisms τ�−ki!i!G˙ −→ i!i!G˙ −→ G˙ into
a distinguished triangle

τ�−ki!i!G˙ −→ G˙ −→ F̃1˙ +1−→ . (8.1.10)

We finally embed the composite of F˙|X\Xk−1 −→ G˙ −→ F̃1˙ into a distinguished
triangle

F̃0˙ −→ F˙|X\Xk−1 −→ F̃1˙ +1−→ . (8.1.11)

By our construction F̃0˙|Xα and F̃1˙|Xα have locally constant cohomology sheaves for

any α ∈ A satisfying Xα ⊂ X \ Xk−1. It remains to show F̃0˙ ∈ pD
�0
c (X \ Xk−1)

and F̃1˙ ∈ pD
�1
c (X \ Xk−1). Applying the functor j−1(•) to (8.1.10) and (8.1.9), we

get an isomorphism j−1F̃1˙ � j−1G˙ and a distinguished triangle

F0˙ −→ F˙|X\Xk
−→ j−1F̃1˙ +1−→ .

Hence we have j−1F̃1˙ � F1 ,̇ and j−1F̃0˙ � F0˙ by (8.1.8) and (8.1.11). Therefore,
we have only to show that

(i) Hj (i−1F̃0˙) = 0 for ∀j > −k

(ii) Hj (i!F̃1˙) = 0 for ∀j < −k + 1

in view of Proposition 8.1.22 (note that Xk \Xk−1 is a union of k-dimensional strata).
By applying the octahedral axiom to the three distinguished triangles⎧⎪⎪⎨⎪⎪⎩

j!F0˙ −→ F˙|X\Xk−1

f−→ G˙ +1−→
F̃0˙ −→ F˙|X\Xk−1

g◦f−−→ F̃1˙ +1−→
τ�−ki!i!G˙ −→ G˙ g−→ F̃1˙ +1−→

we obtain a distinguished triangle

j!F0˙ −→ F̃0˙ −→ τ�−ki!i!G˙ +1−→ .

Hence we have i−1F̃0˙ � i−1τ�−ki!i!G˙ � i−1i!τ�−ki!G˙ � τ�−ki!G .̇ The asser-
tion (i) is proved. By applying the functor i! to (8.1.10) we obtain a distinguished
triangle

i!τ�−ki!i!G˙ −→ i!G˙ −→ i!F̃1˙ +1−→ .

We have i!τ�−ki!i!G � i!i!τ�−ki!G � τ�−ki!G, and hence we obtain i!F̃1˙ �
τ�−k+1(i!G˙) by this distinguished triangle. The assertion (ii) is also proved. ��
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Definition 8.1.28. The t-structure (pD
�0
c (X), pD

�0
c (X)) of the triangulated cate-

gory Db
c (X) is called the perverse t-structure. An object of its heart Perv(CX) =

pD
�0
c (X) ∩ pD

�0
c (X) is called a perverse sheaf on X. We denote by

pτ�0 : Db
c (X) −→ pD�0

c (X), pτ�0 : Db
c (X) −→ pD�0

c (X)

the truncation functors with respect to the perverse t-structure. For n ∈ Z we define
a functor

pHn : Db
c (X) −→ Perv(CX)

by pHn(F ·) = pτ�0pτ�0(F ·[n]). For F˙ ∈ Db
c (X) its image pHn(F˙) in Perv(CX)

is called the nth perverse cohomology (or the nth perverse part) of F .̇

Note that for any perverse sheaf F˙ ∈ Perv(CX) on X we have Hi(F˙) = 0 for
i /∈ [−dX, 0]. By Proposition 8.1.11 a distinguished triangle

F˙ −→ G˙ −→ H˙ +1−→
in Db

c (X) gives rise to a long exact sequence

· · · → pHn−1(H˙) → pHn(F˙) → pHn(G˙) → pHn(H˙) → pHn+1(F˙) → · · ·
in the abelian category Perv(CX).

By definition, being a perverse sheaf is a local property in the following sense.
Let X = ⋃

i∈I Ui be an open covering of X. Then F˙ ∈ Db
c (X) is a perverse sheaf

if and only if F˙|Ui
is so for any i ∈ I .

Remark 8.1.29. It can be shown that the correspondence

{open subsets of X} 
 U �−→ Perv(CU )

defines a stack, i.e., a kind of sheaf with values in categories. More precisely, let X =⋃
i∈I Ui be an open covering and assume that we are given a family F ·

i ∈ Perv(CUi
)

equipped with isomorphism Fi |Ui∩Uj
� Fj |Ui∩Uj

satisfying obvious compatibility
conditions. Then we can glue it uniquely to get F · ∈ Perv(CX). This is the reason
why we call a complex of sheaves F˙ ∈ Perv(CX) a perverse “sheaf.’’

Definition 8.1.30. For a perverse sheaf F˙ ∈ Perv(CX), we define the support supp F˙
of F˙ to be the complement of the largest open subset U ↪−→ X such that F˙|U = 0.

Proposition 8.1.31. Assume that X is a smooth algebraic variety or a complex man-
ifold. Then for any local system L on Xan we have L[dX] ∈ Perv(CX).

Proof. Assume that X is a complex manifold. By ωX˙ � CX[2dX] we have

DX(L[dX]) = RHomCX
(L[dX], CX[2dX]) � L∗[dX],

where L∗ denotes the dual local system HomCX
(L, CX). Hence the assertion is clear.

The proof for the case where X is a smooth algebraic variety is the same. ��
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Remark 8.1.32. More generally, it is known that if X is a pure-dimensional alge-
braic variety (resp. analytic space) which is locally a complete intersection, then
we have L[dX] ∈ Perv(CX) for any local system L on Xan (see for instance [Di,
Theorem 5.1.20]).

The following proposition is obvious in view of the definition of pD
�0
c (X) and

pD
�0
c (X).

Proposition 8.1.33. The Verdier duality functor DX : Db
c (X) → Db

c (X)op is t-exact
and induces an exact functor

DX : Perv(CX) −→ Perv(CX)op.

Proposition 8.1.34. Let i : Z ↪−→ X be an embedding of a closed subvariety Z of
X. Then the functor i∗ sends Perv(CZ) to Perv(CX).

Proof. It is easily seen that i∗ sends pD
�0
c (Z) to pD

�0
c (X). Since Z is closed, we

have i∗ = i! = DX ◦ i∗ ◦ DZ . Hence i∗ sends pD
�0
c (Z) to pD

�0
c (X). ��

By Propositions 8.1.31 and 8.1.34 we obtain the following.

Example 8.1.35.
(i) Let X be a (possibly singular) analytic space and Y ⊂ X a smooth complex

manifold contained in X as a closed subset. Then for any local system L on Y ,
the complex iY ∗(L[dY ]) ∈ Db

c (X) is a perverse sheaf on X.

(ii) Let X = C and U = C \ {0} j
↪−→ X. Then for any local system L on U ,

Rj∗(L[1]), Rj !(L[1]) = j!(L[1]) ∈ Db
c (X) (j! is an exact functor) are perverse

sheaves on X = C.

Definition 8.1.36. Let X, Y be algebraic varieties (or analytic spaces). For a func-
tor F : Db

c (X) −→ Db
c (Y ) of triangulated categories we define a functor pF :

Perv(CX) −→ Perv(CY ) to be the composite of the functors

Perv(CX) ↪−→ Db
c (X)

F−→ Db
c (Y )

pH 0−→ Perv(CY ).

Let f : X −→ Y be a morphism of algebraic varieties or analytic spaces. Then
we have functors

pf −1, pf ! : Perv(CY ) −→ Perv(CX).

Assume that f : X −→ Y is a proper morphism. Then we also have functors

pRf∗, pRf! : Perv(CX) −→ Perv(CY ).

Notation 8.1.37. We sometimes denote the functors pRf ∗, pRf ! by pf∗, pf!, respec-
tively, to simplify our notation.
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Lemma 8.1.38.
(i) For an object F˙ of Db

c (X) we have F˙ = 0 if and only if pHj (F˙) = 0 for any
j ∈ Z.

(ii) A morphism f : F˙ −→ G˙ in Db
c (X) is an isomorphism if and only if the

morphism pHj (f ) : pHj (F˙) → pHj (G˙) is an isomorphism for any j ∈ Z.

Proof. (i) Assume that pHj (F˙) = 0 for any j ∈ Z. Since F˙ is represented by a
bounded complex of sheaves, there exist integers a ≤ b such that F˙ ∈ pD

�b
c (X) ∩

pD
�a
c (X). In the distinguished triangle

pτ�b−1(F˙) −→ F˙ −→ pτ�b(F˙) +1−→
we have pτ�b(F˙) � pτ�bpτ�b(F˙) � pHb(F ·)[−b] = 0, and hence we have
F · � pτ�b−1(F˙) ∈ pD

�b−1
c (X)∩pD

�a
c (X). By repeating this procedure we finally

obtain F · ∈ pD
�a−1
c (X) ∩ pD

�a
c (X), and hence F · = 0.

(ii)Assume that the morphism pHj (f ) : pHj (F˙) → pHj (G˙) is an isomorphism
for any j ∈ Z. Embed the morphism f : F˙ −→ G˙ into a distinguished triangle

F˙ f−→ G˙ −→ H˙ +1−→ .

By considering the long exact sequence of perverse cohomologies associated to it we
obtain pHj (H˙) � 0 for ∀j ∈ Z. Hence we have H · = 0 by (i). It follows that
F˙ −→ G˙ is an isomorphism. ��

The following result is an obvious consequence of Proposition 8.1.5 (ii).

Lemma 8.1.39. Let

F˙ f−→ G˙ g−→ H˙ +1−→
be a distinguished triangle in Db

c (X) and assume F˙ ∈ pD
�0
c (X) and H˙ ∈ pD

�1
c (X).

Then we have F˙ � pτ�0(G˙) and H˙ � pτ�1(G˙).
Proposition 8.1.40. Let f : Y −→ X be a morphism of algebraic varieties or ana-
lytic spaces such that dim f −1(x) ≤ d for any x ∈ X.

(i) For any F˙ ∈ pD
�0
c (X) we have f −1(F˙) ∈ pD

�d
c (Y ).

(ii) For any F˙ ∈ pD
�0
c (X) we have f !(F˙) ∈ pD

�−d
c (Y ).

Proof. (i) For F˙ ∈ pD
�0
c (X) we have

dim
(
supp Hj (f −1F˙[d])) = dim

(
f −1(supp Hj+d(F˙)))

≤ dim
(
supp Hj+d(F˙))+ d ≤ −j − d + d = −j,

and hence f −1F˙[d] ∈ pD
�0
c (Y ), Therefore, we have f −1F˙ ∈ pD

�d
c (Y ).

(ii) This follows from (i) in view of f ! = DY ◦ f −1 ◦ DX and Proposition
8.1.33. ��
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Corollary 8.1.41. Let Z be a locally closed subvariety of X and let i : Z → X be
the embedding.

(i) The functor i−1 : Db
c (X) −→ Db

c (Z) is right t-exact with respect to the perverse
t-structures.

(ii) The functor i! : Db
c (X) −→ Db

c (Z) is left t-exact with respect to the perverse
t-structures.

The following propositions are immediate consequences of Proposition 8.1.40
and Corollary 8.1.41 in view of Lemma 8.1.16.

Proposition 8.1.42. Let f : X → Y be as in Proposition 8.1.40.

(i) For any G˙ ∈ pD
�0
c (Y ) such that Rf ∗(G˙) ∈ Db

c (X) we have Rf ∗(G˙) ∈
pD

�−d
c (X).

(ii) For any G˙ ∈ pD
�0
c (Y ) such that Rf !(G˙) ∈ Db

c (X) we have Rf !(G˙) ∈
pD

�d
c (X).

Proposition 8.1.43. Let i : Z → X be as in Corollary 8.1.41.

(i) For any G˙ ∈ pD
�0
c (Z) such that Ri∗(G˙) ∈ Db

c (X) we have Ri∗(G˙) ∈
pD

�0
c (X).

(ii) For any G˙ ∈ pD
�0
c (Z) such that i!(G˙) ∈ Db

c (X) we have i!(G˙) ∈ pD
�0
c (X).

Corollary 8.1.44.

(i) Let j : U ↪−→ X be an inclusion of an open subset U of X. Then j−1 = j ! is
t-exact with respect to the perverse t-structures and induces an exact functor

pj−1 = pj ! : Perv(CX) −→ Perv(CU ).

(ii) Let i : Z ↪−→ X be an inclusion of a closed subvariety Z. Then i∗ = i! is t-exact
with respect to the perverse t-structures and induces an exact functor

pi∗ = pi! : Perv(CZ) −→ Perv(CX).

Moreover, if we denote by PervZ(CX) the category of perverse sheaves on X

whose supports are contained in Z, then the functor pi−1 = pi! : PervZ(CX) −→
Perv(CZ) is well defined and induces an equivalence

PervZ(CX)

pi−1=pi!

pi∗=pi!
−−−−→←−−−− Perv(CZ)

of categories. The functor pi−1 is the quasi-inverse of pi∗.

Lemma 8.1.45. For an exact sequence 0 −→ F˙ −→ G˙ −→ H˙ −→ 0 of perverse
sheaves on X, we have supp G˙ = supp F˙ ∪ supp H .̇
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Proof. We first show supp F˙ ⊂ supp G .̇ Set U = X \ supp G .̇ It is enough to show
F˙|U = 0. By Corollary 8.1.44 (i) we have an exact sequence

0 −→ F˙|U φ−→ G˙|U
in the abelian category Perv(CU ). Hence we obtain F˙|U = 0 from G˙|U = 0.
The inclusion supp H˙ ⊂ supp G˙ can be proved similarly. Let us show supp G˙ ⊂
supp F˙ ∪ supp H .̇ It is sufficient to show that if we have F ·|U = H ·|U = 0 for an
open subset U of X, then G·|U = 0. This follows easily from Theorem 8.1.9 (ii). ��
Remark 8.1.46. The formal properties of perverse sheaves on X that we listed above
carry rich information on the singularities of the base space X. Indeed, using perverse
sheaves, we can easily recover and even extend various classical results in singularity
theory. For example, see [Di], [Mas1], [Mas2], [NT], [Schu], [Tk2]. Note also
that Kashiwara [Kas19] recently introduced an interesting t-structure on the category
Db

rh(DX) whose heart corresponds to the category of constructible sheaves on X

(here X is a smooth algebraic variety) through the Riemann–Hilbert correspondence.

8.2 Intersection cohomology theory

8.2.1 Introduction

Let X be an irreducible projective algebraic variety (or an irreducible compact analytic
space) of dimension dX. If X is non-singular, then we have the Poincaré duality
Hi(X, CX) � [

H 2dX−i (X, CX)
]∗ for any 0 ≤ i ≤ 2dX. However, for a general

(singular) variety X, we cannot expect such a nice symmetry in its usual cohomology
groups. The intersection cohomology theory of Goresky–MacPherson [GM1] is a
new theory which enables us to overcome this problem. The basic idea in their
theory is to replace the constant sheaf CX with a new complex ICX˙[−dX] ∈ Db

c (X)

of sheaves on X and introduce the intersection cohomology groups

IH i(X) = Hi
(
X, ICX˙[−dX]) (0 ≤ i ≤ 2dX)

by taking the hypercohomology groups of ICX .̇ Then we obtain a generalized
Poincaré duality

IH i(X) = [
IH 2dX−i (X)

]∗
(0 ≤ i ≤ 2dX)

for any projective variety X. Moreover, it turns out that intersection cohomology
groups admit the Hodge decomposition. Indeed, Morihiko Saito constructed his
theory of Hodge modules to obtain this remarkable generalization of the Hodge–
Kodaira theory to singular varieties (see Section 8.3). To define the intersection
cohomology complex ICX˙ ∈ Db

c (X) of X, first we take a constant perverse sheaf
CU [dX] on a Zariski open dense subset U of the smooth part Xreg of X. Then ICX˙ is a
“minimal’’ extension of CU [dX] ∈ Perv(CU ) to a perverse sheaf on the whole X. Let
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us briefly explain the construction of ICX .̇ To begin with, take a Whitney stratification
X = ⊔

α∈A Xα of X and set Xk = ⊔
dim Xα≤k Xα ⊂ X (k = −1, 0, 1, 2, . . . ). Then

we get a filtration

X = XdX
⊃ XdX−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅

of X by closed analytic subsets Xk of X such that Xk\Xk−1 is a smooth k-dimensional
complex manifold for any k ∈ Z. Set Uk = X \ Xk−1 and jk : Uk ↪−→ Uk−1. Then
we have

∅ = UdX+1 ↪
jdX+1−−−→ UdX

jdX
↪−→ UdX−1 ↪−→ · · · j2

↪−→ U1
j1

↪−→ U0 = X

and the perverse sheaf ICX˙ is, in this case, isomorphic to the complex(
τ�−1Rj1∗

) ◦ (τ�−2Rj2∗
) ◦ · · · ◦ (τ�−dXRjdX ∗

)
(CU [dX])

for U = UdX
⊂ X. We can prove that the Verdier dual of ICX˙ is isomorphic to

ICX˙ itself. Namely, we have DX(ICX˙) � ICX .̇ This self-duality of ICX˙ is the
main reason why the intersection cohomology groups of X satisfy the generalized
Poincaré duality. In order to see that this construction of ICX˙ is canonical, it is, in fact,
necessary to check that it does not depend on the choice of a Whitney stratification
X = ⊔

α∈A Xα . For this purpose, in [GM1] Goresky and MacPherson introduced a
“maximal’’ filtration

X ⊃ X̄dX
⊃ X̄dX−1 ⊃ · · · ⊃ X̄0 ⊃ X̄−1 = ∅

of X (that is, any Whitney stratification X = ⊔
α∈A Xα of X is finer than the strati-

fication X = ⊔
k∈Z(X̄k \ X̄k−1)). But here, we define the intersection cohomology

complex ICX˙ by using the perverse t-structures and prove that it is isomorphic to the
complex (

τ�−1Rj1∗
) ◦ · · · ◦ (τ�−dXRjdX ∗

)
(CU [dX])

whenever we fix a Whitney stratification X = ⊔
α∈A Xα of X. More generally, for

any pair (X, U) of an irreducible complex analytic space X and its Zariski open dense
subset U (j : U ↪−→ X), we can introduce a functor

pj!∗ : Perv(CU ) −→ Perv(CX)

such that pj!∗(CU [dX]) � ICX˙ in the above case. Such an extension of a perverse
sheaf on U to the one on X will be called a minimal extension or a Deligne–Goresky–
MacPherson extension (D-G-M extension for short). In addition to the two funda-
mental papers [BBD] and [GM1] on this subject, we are also indebted to [Bor2],
[CG], [Di], [G1], [Ki], [Na2], [Schu].

8.2.2 Minimal extensions of perverse sheaves

Let X be an irreducible algebraic variety or an irreducible analytic space and U a
Zariski open dense subset of X. In what follows, we set Z = X \ U and denote by
i : Z ↪−→ X and j : U ↪−→ X the embeddings.
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We say that a stratification X = ⊔
α∈A Xα of X is compatible with F · ∈ Db

c (U)

if U = ⊔
α∈B Xα for some B ⊂ A, and both F ·|Xα , DU F ·|Xα have locally constant

cohomology sheaves for any α ∈ B. Such a stratification always exists if X is an
algebraic variety; however, it does not always exist in the case where X is an analytic
space.

Example 8.2.1. Regard X = C and U = C \ {0} as an analytic space and its Zariski
open subset, respectively. Set Yn = {1/n} for each positive integer n. We further set
V = U \ (

⋃∞
n=1 Yn). Then the stratification U = V � (

⊔∞
n=1 Yn) of U (and any of

its refinement) cannot be extended to that of X. In particular, if F is a constructible
sheaf on U whose support is exactly U \ V , then there exists no stratification of X

compatible with F .

Assume that a stratification X = ⊔
α∈A Xα of X is compatible with F · ∈

Db
c (U). By replacing it with its refinement we may assume that the stratification

X = ⊔
α∈A Xα satisfies the Whitney condition (see Definition E.3.7). In this situa-

tion the cohomology sheaves of Rj∗F ·|Xα and j!F ·|Xα are locally constant for any
α ∈ A. In particular, we have Rj∗F ·, j!F · ∈ Db

c (X).
Now let F · be a perverse sheaf on U and assume that there exists a Whitney

stratification of X compatible with F ·. We shall consider the problem of extending
F · to a perverse sheaf on X.

By taking the 0th perverse cohomology pH 0 of the canonical morphism j!F˙ −→
Rj∗F˙ we get a morphism pj!F˙ −→ pj∗F˙ (see Notation 8.1.37) in Perv(CX).

Definition 8.2.2. We denote by pj!∗F˙ the image of the canonical morphism

pj!F˙ −→ pj∗F˙
in Perv(CX), and call it the minimal extension of F˙ ∈ Perv(CU ).

In other words, the morphism pj!F˙ −→ pj∗F˙ factorizes as pj!F˙�pj!∗F˙ ↪−→
pj∗F˙(� is an epimorphism and ↪−→ is a monomorphism) in Perv(CX). Moreover,
by definition, in the algebraic case for any morphism F˙ → G˙ in Perv(CU ) we obtain
a canonical morphism pj!∗F˙ → pj!∗G˙ in Perv(CX).

Proposition 8.2.3. For F˙ ∈ Perv(CU ), we have DX(pj!∗F˙) � pj!∗(DU F˙).
Proof. By applying DX to the sequence

pj!F˙�pj!∗F˙ ↪−→ pj∗F˙
of morphisms in Perv(CX) we obtain a sequence

DX(pj∗F˙)�DX(pj!∗F˙) ↪−→ DX(pj!F˙)
of morphisms in Perv(CX) by Proposition 8.1.33. Furthermore, it follows also from
Proposition 8.1.33 that
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DX(pj∗F˙) � pH 0DX(Rj∗F˙) � pj!(DU F˙)
DX(pj!F˙) � pH 0DX(Rj!F˙) � pj∗(DU F˙).

Therefore, we obtain a sequence

pj!(DU F˙)�DX(pj!∗F˙) ↪−→ pj∗(DU F˙)
of morphisms in Perv(CX), which shows that we should have DX(pj!∗F˙) �
pj!∗(DU F˙). ��
Lemma 8.2.4. Let U ′ be a Zariski open subset of X containing U such that we have
U ′ = �α∈B ′Xα for some B ′ ⊂ A. We denote by j1 : U → U ′ and j2 : U ′ → X the
embeddings.

(i) We have pj∗F˙ � pj2∗pj1∗F˙ and pj!F˙ � pj2!pj1!F .̇
(ii) pj!∗F˙ � pj2!∗pj1!∗F .̇

Proof. (i) Since the functors Rj1∗ and Rj2∗ are left t-exact, we have

pj∗F˙ = pH 0(Rj2∗Rj1∗F˙) � pH 0(Rj2∗pH 0(Rj1∗F˙)) = pj2∗pj1∗F˙
by Proposition 8.1.15 (i). The proof of the assertion pj!F˙ � pj2!pj1!F˙ is similar.

(ii) Recall that pj1!∗F˙ is a subobject of pj1∗F˙ in Perv(CU ′) such that the mor-
phism pj1!F˙ −→ pj1∗F˙ factorizes as

pj1!F˙�pj1!∗F˙ ↪−→ pj1∗F .̇

By using the right t-exactness of pj2! (Propositions 8.1.43 (ii) and 8.1.15 (ii)) and the
left t-exactness of pj2∗ (Proposition 8.1.43 (i) and Proposition 8.1.15 (ii)) we obtain

pj!F˙ = pj2! ◦ pj1!F˙�pj2! ◦ pj1!∗F˙�pj2!∗ ◦ pj1!∗F˙
↪−→ pj2∗ ◦ pj1!∗F˙ ↪−→ pj2∗ ◦ pj1∗F˙ = pj∗F .̇

It follows that we have pj2!∗ ◦ pj1!∗F˙ � pj!∗F .̇ ��
Proposition 8.2.5. The minimal extension G˙ = pj!∗F˙ of F˙ ∈ Perv(CU ) is charac-
terized as the unique perverse sheaf on X satisfying the conditions

(i) G˙|U � F ,̇
(ii) i−1G˙ ∈ pD

�−1
c (Z),

(iii) i!G˙ ∈ pD
�1
c (Z).

Proof. We first show that the minimal extension G˙ = pj!∗F˙ satisfies the conditions
(i), (ii), (iii). Since the functor j−1 = j ! is t-exact by Corollary 8.1.44 (i), we have

pj!∗F˙|U = j−1 Im
[
pj!F˙ −→ pj∗F˙]

= Im
[
j−1pj!F˙ −→ j−1pj∗F˙]

= Im
[
pH 0(j−1Rj !F˙) −→ pH 0(j−1Rj∗F˙)]
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= Im
[
F˙ −→ F˙]

= F .̇

Hence the condition (i) is satisfied. By the distinguished triangle

j!j−1G˙ −→ G· −→ i∗i−1G˙ +1−→
in Db

c (X) we obtain an exact sequence

pH 0(j!j−1G˙) −→ pH 0(G˙) −→ pH 0(i∗i−1G˙) −→ pH 1(j!j−1G˙).
By the definition of G· we have pH 0(G˙) = pj!∗F ·. By (i) we have j−1G˙ =
F ·, and hence pH 0(j!j−1G˙) = pj!F ·. Moreover, we have pH 1(j!j−1G˙) = 0 by
Proposition 8.1.43 (ii). Finally, the canonical morphism pj!F · −→ pj!∗F · is an
epimorphism by the definition of pj!∗. Therefore, we obtain pH 0(i∗i−1G˙) = 0 by
the above exact sequence. Since i∗ is t-exact, we have pH 0(i−1G˙) = 0. Since i−1 is
right t-exact, we have i−1G˙ ∈ pD≤0

c (Z). It follows that i−1G˙ ∈ pD
�−1
c (Z). Hence

the condition (ii) is satisfied. The condition (iii) can be checked similarly to (ii) by
using the distinguished triangle

i∗i!G˙ −→ G· −→ Rj∗j−1G˙ +1−→ .

Let us show that G˙ ∈ Perv(CX) satisfying the conditions (i), (ii), (iii) is canon-
ically isomorphic to pj!∗F ·. Since j−1(= j !) is left adjoint to Rj∗ and right adjoint
to j!, we obtain canonical morphisms j!F · −→ G· −→ Rj∗F · in Db

c (X). Hence we
obtain canonical morphisms pj!F · −→ G· −→ pj∗F · in Perv(CX). It is sufficient to
show that pj!F · −→ G· is an epimorphism and G· −→ pj∗F · is a monomorphism
in Perv(CX). We only show that pj!F · −→ G· is an epimorphism (the proof of the
remaining assertion is similar). Since the cokernel of pj!F · −→ G· is supported by
Z, there exists an exact sequence

pj!F · −→ G· −→ i∗H · −→ 0

for some H · ∈ Perv(CZ) (Corollary 8.1.44 (ii)). Since i−1 is right t-exact, we have
an exact sequence pi−1G· −→ pi−1i∗H · −→ 0. By Corollary 8.1.44 (ii) we have
pi−1i∗H · = i−1i∗H · = H ·. Moreover, by our assumption (ii) we have pi−1G· = 0.
It follows that H · = 0, and hence pj!F · −→ G· is an epimorphism. ��
Corollary 8.2.6. Assume that X is smooth. Then for any local system L ∈ Loc(X)

on X we have L[dX] � pj!∗(L|U [dX]).
Proof. By Proposition 8.2.5 it is sufficient to show i−1L[dX] ∈ pD

�−1
c (Z) and

i!L[dX] ∈ pD
�1
c (Z). By dZ < dX we easily see that i−1L[dX] ∈ pD

�−1
c (Z).

Furthermore, we have

i!L[dX] � i!DXDX(L[dX])
� DXi−1(L∗[dX]) ∈ pD�1

c (X),

where L∗ is the dual local system of L. ��
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Proposition 8.2.7. Let F˙ ∈ Perv(CU ) be as above. Then

(i) pj∗F · has no non-trivial subobject whose support is contained in Z.
(ii) pj!F · has no non-trivial quotient object whose support is contained in Z.

Proof. (i) Let G˙ ⊂ pj∗F · be a subobject of pj∗F · such that supp G˙ ⊂ Z. Then by
Corollary 8.1.41 i!G˙ � i−1G˙ is a perverse sheaf on Z and we obtain pi!G˙ � i!G .̇
Since we have G˙ � i∗i!G ,̇ it suffices to show that pi!G˙ � 0. Now let us apply the
left t-exact functor pi! to the exact sequence 0 → G˙ → pj∗F ·. Then we obtain an
exact sequence 0 → pi!G˙ → pi!pj∗F ·. By Proposition 8.1.15 (i) and i!Rj∗F · � 0
we obtain pi!pj∗F · � pH 0(i!Rj∗F ·) � 0. Hence we get pi!G˙ � 0. The proof of (ii)
is similar. ��
Corollary 8.2.8. The minimal extension pj!∗F˙ has neither non-trivial subobject nor
non-trivial quotient object whose support is contained in Z.

Proof. By the definition of the minimal extension pj!∗F˙ the result follows immedi-
ately from Proposition 8.2.7. ��

In the algebraic case we also have the following.

Corollary 8.2.9.
(i) Let 0 → F˙ → G˙ be an exact sequence in Perv(CU ). Then the associated

sequence 0 → pj!∗F˙ → pj!∗G˙ in Perv(CX) is also exact.
(ii) Let F˙ → G˙ → 0 be an exact sequence in Perv(CU ). Then the associated

sequence pj!∗F˙ → pj!∗G˙ → 0 in Perv(CX) is also exact.

Proof. (i) Since the kernel K˙ of the morphism pj!∗F˙ → pj!∗G˙ is a subobject of
pj!∗F˙ whose support is contained in Z, we obtain K˙ � 0 by Corollary 8.2.8. The
proof of (ii) is similar. ��
Corollary 8.2.10. Assume that F˙ is a simple object in Perv(CU ). Then the minimal
extension pj!∗F˙ is also a simple object in Perv(CX).

Proof. Let G˙ ⊂ pj!∗F˙ be a subobject of pj!∗F˙ in Perv(CX) and consider the exact
sequence 0 → G˙ → pj!∗F˙ → H˙ → 0 associated to it. If we apply the t-exact
functor j ! = j−1 to it, then we obtain an exact sequence 0 → j−1G˙ → F˙ →
j−1H˙ → 0. Since F˙ is simple, j−1G˙ or j−1H˙ is zero. In other words, G˙ or H˙
is supported by Z. It follows from Corollary 8.2.8 that G˙ or H˙ is zero. ��

Now we focus our attention on the case where U is smooth and F · = L[dX] for a
local system L ∈ Loc(U) on U . Note that we assume that X is irreducible as before.
We can take a Whitney stratification X = ⊔

α∈A Xα of X such that U is a union
of strata in it. In view of Lemma 8.2.4 and Corollary 8.2.6 we may assume that U

is the unique open stratum in considering the minimal extension of L[dX]. In other
words we fix a Whitney stratification X = ⊔

α∈A Xα of X and consider the minimal
extension pj!∗(L[dX]) of L ∈ Loc(U), where U is the open stratum and j : U → X

is the embedding.



208 8 Perverse Sheaves

Set Xk = ⊔
dim Xα≤k Xα for each k ∈ Z. Then we get a filtration

X = XdX
⊃ XdX−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅

of X by (closed) analytic subsets. Set Uk = X \Xk−1 = ⊔
dim Xα≥k Xα and consider

the sequence

U = UdX

jdX
↪−→ UdX−1 ↪

jdX−1−−−→ · · · j2
↪−→ U1

j1
↪−→ U0 = X

of inclusions of open subsets in X.

Proposition 8.2.11. In the situation as above, we have an isomorphism

pj!∗(L[dX]) � (
τ�−1Rj1∗

) ◦ · · · ◦ (τ�−dXRjdX ∗
)
(L[dX]).

Proof. In view of Lemma 8.2.4 it is sufficient to show that for any perverse sheaf F˙
on Uk whose restriction to each stratum Xα ⊂ Uk has locally constant cohomology
sheaves we have

pjk !∗F˙ � τ�−kRjk∗(F˙).
We will show that the conditions (i), (ii), (iii) of Proposition 8.2.5 is satisfied for G˙ =
τ�−kRjk∗(F˙) ∈ Db

c (Uk−1). Since Uk consists of strata with dimension ≥ k, we have
Hr(F ·) = 0 for r > −k by Proposition 8.1.22. It follows that

[
τ�−kRjk∗(F˙)]∣∣

Uk
�

F ,̇ and hence the condition (i) is satisfied. Set Z = Uk−1 \ Uk = ⊔
dim Xα=k−1 Xα

and let i : Z ↪−→ Uk be the embedding. Then i−1G˙has locally constant cohomology
sheaves on each (k − 1)-dimensional stratum Xα ⊂ Z and we have Hr(i−1G·) = 0
for r > −k. It follows that i−1G˙ ∈ pD

�−1
c (Z) by Proposition 8.1.22 (i), and hence

the condition (ii) is satisfied. Consider the distinguished triangle

G˙ = τ�−kRjk∗F˙ −→ Rjk∗F˙ −→ τ�−k+1Rjk∗F˙ +1−→ .

Applying the functor i! to it, we get i!G˙ � i!(τ�−k+1Rjk∗F˙)[−1] because
i!Rjk∗F˙ � 0. Hence we have Hr(i!G˙) = 0 for r ≤ −k + 1. Since i!G˙ has
locally constant cohomology sheaves on each (k − 1)-dimensional stratum Xα ⊂ Z,
we have i!G˙ ∈ pD

�1
c (Z) by Proposition 8.1.22 (ii). The condition (iii) is also satis-

fied. ��
Corollary 8.2.12. There exists a canonical morphism (j∗L)[dX] → pj!∗(L[dX])
in Db

c (X).

Proof. The result follows from the isomorphism

τ�−dX pj!∗(L[dX]) � (j1∗ ◦ j2∗ · · · ◦ jdX ∗)(L)[dX] � (j∗L)[dX]
obtained by Proposition 8.2.11. ��



8.2 Intersection cohomology theory 209

Definition 8.2.13. For an irreducible algebraic variety (resp. an irreducible analytic
space) X we define its intersection cohomology complex ICX˙ ∈ Perv(CX) by

ICX˙ = pj!∗(CXan
reg

[dX]) (resp. ICX˙ = pj!∗(CXreg [dX]),
where Xreg denotes the regular part of X and j : Xreg ↪−→ X is the embedding.

By Proposition 8.2.3 we have the following.

Theorem 8.2.14. We have DX(ICX˙) = ICX .̇

Proposition 8.2.15. There exist canonical morphisms

CX −→ ICX˙[−dX] −→ ωX˙[−2dX]
in Db

c (X).

Proof. By Corollary 8.2.12 there exists a natural morphism CX −→ ICX˙[−dX]. By
taking the Verdier dual we obtain a morphism ICX˙[dX] −→ ωX .̇ ��
Definition 8.2.16. Let X be an irreducible analytic space. For i ∈ Z we set{

IH i(X) := Hi(R�(X, ICX˙[−dX])),
IH i

c (X) := Hi(R�c(X, ICX˙[−dX])).

We call IH i(X) (resp. IH i
c (X)) the ith intersection cohomology group (resp. the ith

intersection cohomology group with compact supports) of X.

The following theorem is one of the most important results in intersection coho-
mology theory.

Theorem 8.2.17. Let X be an irreducible analytic space of dimension d. Then we
have the generalized Poincaré duality

IH i(X) � [
IH 2d−i

c (X)
]∗

for any 0 ≤ i ≤ 2d.

Proof. Let aX : X�{pt} be the unique morphism from X to the variety {pt}
consisting of a single point. Then we have an isomorphism

RHomC(RaX !ICX˙, C) � RaX∗RHomCX
(ICX˙, ωX˙)

in Db({pt}) � Db(Mod(C)) by the Poincaré–Verdier duality theorem. Since
RHomCX

(ICX˙, ωX˙) = DX(ICX˙) � ICX˙ by Theorem 8.2.14, we get an isomor-
phism [

R�c(X, ICX˙)]∗ � R�(X, ICX˙)
By taking the (i − d)th cohomology groups of both sides, we obtain the desired
isomorphism. ��



210 8 Perverse Sheaves

In what follows, let us set Hi(X) = Hi(X, CX) and Hi
c (X) = Hi

c (X, CX). By
the Verdier duality theorem we have an isomorphism H−i (X, ωX˙) � [Hi

c (X)]∗ for
any i ∈ Z. This hypercohomology group H−i (X, ωX˙) is called the ith Borel–Moore
homology group of X and denoted by HBM

i (X). If X is complete (or compact), then
HBM

i (X) is isomorphic to the usual homology group Hi(X) = Hi(X, C) of X. By
Proposition 8.2.15 we obtain the following.

Proposition 8.2.18. There exist canonical morphisms

Hi(X) −→ IH i(X) −→ HBM
2dX−i (X).

for any i ∈ Z.

The morphism Hi(X) −→ HBM
2dX−i (X) can be obtained more directly as fol-

lows. Recall that the top-dimensional Borel–Moore homology group HBM
2dX

(X) =
[H 2dX

c (X)]∗ � C of X contains a canonical generator [X] called the fundamental
class of X (see, for example, Fulton [F, Section 19.1]). Then by the cup product

Hi(X) × H 2dX−i
c (X) −→ H 2dX

c (X)

and the morphism H
2dX
c (X) −→ C obtained by the fundamental class [X] ∈

[H 2dX
c (X)]∗ we obtain a bilinear map

Hi(X) × H 2dX−i
c (X) −→ C.

This gives a morphism Hi(X) −→ HBM
2dX−i (X) = [H 2dX−i

c (X)]∗.

Proposition 8.2.19. Let X be a projective variety with isolated singular points. Then
we have

IH i(X) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Hi(Xreg) 0 ≤ i < dX

Im[HdX(X) −→ HdX(Xreg)] i = dX

Hi(X) dX < i ≤ 2dX.

In particular we have Hi(Xreg) � H 2dX−i (X) for any 0 ≤ i < dX.

Proof. Let p1, p2, . . . , pk be the singular points of X and j : Xreg ↪−→ X the
embedding. Then X = Xreg � (�k

i=1{pi}) is a Whitney stratification of X and we
have ICX˙[−dX] � τ�dX−1(Rj∗CXreg). Hence we obtain a distinguished triangle

ICX˙[−dX] −→ Rj∗CXreg −→ τ�dX(Rj∗CXreg)
+1−→ .

Applying the functor R�(X, •), we easily see that

IH i(X) = Hi(X, ICX˙[−dX]) � Hi(Xreg)
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for 0 ≤ i < dX and the morphism

IHdX(X) = HdX(X, ICX˙[−dX]) ↪−→ HdX(Xreg)

is injective. Now let us embed the canonical morphism CX −→ ICX˙[−dX] (Propo-
sition 8.2.15) into a distinguished triangle

CX −→ ICX˙[−dX] −→ F˙ +1−→ .

Then F˙ is supported by the zero-dimensional subset �k
i=1{pi} of X and Hi(F˙) = 0

for any i ≥ dX. Therefore, applying R�(X, •) to this distinguished triangle, we
obtain

Hi(X) � IH i(X) = Hi(X, ICX˙[−dX])
for dX < i ≤ 2dX and the morphism

HdX(X)�IHdX(X) = HdX(X, ICX˙[−dX])
is surjective. This completes the proof. ��

For some classes of varieties with mild singularities, intersection cohomology
groups are isomorphic to the usual cohomology groups. For example, let us recall
the following classical notion.

Definition 8.2.20. Let X be an algebraic variety or an analytic space. We say that X

is rationally smooth (or a rational homology “manifold’’) if for any point x ∈ X we
have

Hi{x}(X, CX) =
⎧⎨⎩

C i = 2dX

0 otherwise.

By definition, rationally smooth varieties are pure-dimensional. Smooth varieties
are obviously rationally smooth. Typical examples of rationally smooth varieties with
singularities are complex surfaces with Kleinian singularities and moduli spaces of
algebraic curves. More generally V -manifolds are rationally smooth. It is known that
the usual cohomology groups of a rationally smooth variety satisfy Poincaré duality
(see Corollary 8.2.22 below) and the hard Lefschetz theorem.

Proposition 8.2.21. Let X be a rationally smooth irreducible analytic space. Then the
canonical morphisms CX → ωX˙[−2dX] and CX → ICX˙[−dX] are isomorphisms.

Proof. Let i{x} : {x} ↪−→ X be the embedding. Then we have

i−1
{x}ωX˙ = i−1

{x}DX(CX) � D{x}i!{x}(CX) � RHomC(R�{x}(X, CX), C)

and hence an isomorphism

Hj−2dX [i−1
{x}ωX˙] � [H 2dX−j

{x} (X, CX)]∗
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for any j ∈ Z. Then the isomorphism CX � ωX˙[−2dX] follows from these iso-
morphisms and the rationally smoothness of X. Now let us set F˙ := CX[dX] �
ωX˙[−dX] ∈ Db

c (X). Then the complex F˙ satisfies the condition DX(F˙) � F .̇
Therefore, by Proposition 8.2.5 we can easily show that F˙ is isomorphic to the in-
tersection cohomology complex ICX .̇ ��
Corollary 8.2.22. Let X be a rationally smooth irreducible analytic space. Then we
have an isomorphism Hi(X) � IH i(X) for any i ∈ Z.

Definition 8.2.23. Let X be an irreducible algebraic variety or an irreducible analytic
space. Let U be a Zariski open dense subset of Xreg and j : U → X the embedding.
For a local system L ∈ Loc(U) on U we set

ICX(L)˙ = pj!∗(L[dX]) ∈ Perv(CX)

and call it a twisted intersection cohomology complex of X. We sometimes denote
ICX(L)˙[−dX] by πL .̇

Let X be an algebraic variety or an analytic space. Consider an irreducible closed
subvariety Y of X and a simple object L of Loc(Y0) (i.e., an irreducible local system
on Y0), where Y0 is a smooth Zariski open dense subset of Y . Then the minimal
extension ICY (L)˙ of the locally constant perverse sheaf L[dY ] to Y can be naturally
considered as a perverse sheaf on X by Corollary 8.1.44 (ii). By Corollary 8.2.10
and Lemma 8.2.24 below this perverse sheaf on X is a simple object in Perv(CX).
Moreover, it is well known that any simple object in Perv(CX) can be obtained in
this way (see [BBD]).

Lemma 8.2.24. Let L be an irreducible local system on a smooth irreducible vari-
ety X. Then the locally constant perverse sheaf L[dX] on X is a simple object in
Perv(CX).

Proof. Let 0 → F1˙ → L[dX] → F2˙ → 0 be an exact sequence in Perv(CX).
Choose a Zariski open dense subset U of X on which F1˙ and F2˙ have locally
constant cohomology sheaves and set j : U ↪−→ X. Then by Lemma 8.1.23 there
exist local systems M1, M2 on U such that F1˙|U � M1[dX], F2˙|U � M2[dX]. Hence
we obtain an exact sequence 0 → M1 → L|U → M2 → 0 of local systems on U .
Since M1 can be extended to the local system j∗M1 ⊂ j∗(L|U ) � L of the same rank
on X, it follows from the irreducibility of L that M1 or M2 is zero. Namely, F1˙ or
F2˙ is supported by Z = X \ U . Since L[dX] � pj!∗(L|U [dX]) by Corollary 8.2.6,
F1˙ or F2˙ should be zero by Corollary 8.2.8. ��
Remark 8.2.25. Assume that X is a complex manifold. For a C×-invariant
Lagrangian analytic subset � of the cotangent bundle T ∗X denote by Perv�(CX)

the subcategory of Perv(CX) consisting of objects whose micro-supports are con-
tained in �. From the results in some simple cases it is generally expected that
for any � ⊂ T ∗X as above there exists a finitely presented algebra R such that
the category Perv�(CX) is equivalent to that of finite-dimensional representations
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of R. In some special (but important) cases this algebraic (or quiver) description
of the category Perv�(CX) was established by [GGM]. Recently this problem has
been completely solved for any smooth projective variety X and any � ⊂ T ∗X by
S. Gelfand–MacPherson–Vilonen [GMV].

Now we state the decomposition theorem due to Beilinson–Bernstein–Deligne–
Gabber (see [BBD]) without proofs.

Theorem 8.2.26 (Decomposition theorem). For a proper morphism f : X −→ Y

of algebraic varieties, we have

Rf ∗
[
ICX˙] �

finite⊕
k

ik∗ICYk
(Lk)˙[lk]. (8.2.1)

Here for each k, Yk is an irreducible closed subvariety of Y , ik : Yk ↪−→ Y is the
embedding, Lk ∈ Loc(Y ′

k) for some smooth Zariski open subset Y ′
k of Yk , and lk is an

integer.

The proof relies on a deep theory of weights for étale perverse sheaves in positive
characteristics. This result can be extended to analytic situation via the theory of
Hodge modules (see Section 8.3 below).

Corollary 8.2.27. Let X be a projective variety and π : X̃ → X a resolution of
singularities of X. Then IH i(X) is a direct summand of Hi(X̃) for any i ∈ Z.

Proof. By the decomposition theorem we have

Rπ∗(CX̃[dX]) � ICX˙ ⊕ F˙
for some F˙ ∈ Db

c (X), from which the result follows. ��
Remark 8.2.28. The decomposition theorem has various important applications in
geometric representation theory of reductive algebraic groups. For details we refer
the reader to Lusztig [L2] and Chriss–Ginzburg [CG].

In general the direct image of a perverse sheaf is not necessarily a perverse sheaf.
We will give a sufficient condition on a morphism f : X → Y so that Rf∗(ICX˙) is
perverse.

Definition 8.2.29. Let f : X → Y be a dominant morphism of irreducible algebraic
varieties. We say that f is small (resp. semismall) if the condition codimY {y ∈ Y |
dim f −1(y) ≥ k} > 2k (resp. codimY {y ∈ Y | dim f −1(y) ≥ k} ≥ 2k) is satisfied
for any k ≥ 1.

Note that if f : X → Y is semismall then there exists a smooth open dense subset
U ⊂ Y such that f |f −1(U): f −1(U) → U is a finite morphism. In particular we
have dX = dY .
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Proposition 8.2.30. Let f : X → Y be a dominant proper morphism of irreducible
algebraic varieties. Assume that X is rationally smooth.

(i) Assume that f is semismall. Then the direct image Rf∗(CXan [dX]) of the constant
perverse sheaf CXan [dX] � ICX˙ is a perverse sheaf on Y .

(ii) Assume that f is small. Then we have an isomorphism Rf∗(CXan [dX]) �
ICY (L)˙ for some L ∈ Loc(U), where U is a smooth open subset of Y .

Proof. (i) By DY Rf∗ � Rf∗DX (f is proper) it suffices to check the condi-
tion Rf∗(CXan [dX]) ∈ pD

�0
c (X). This follows easily from Rj f∗(CXan )y =

Hj (f −1(y), C) and the fact that Hj (f −1(y), C) = 0 for j > 2 dim f −1(y).
(ii) By our assumption there exists an open subset U ⊂ Y such that f |f −1(U):

f −1(U) → U is a finite morphism. If necessary, we can shrink U so that U is
smooth and f∗CXan |U an ∈ Loc(U). We denote this local system by L. Set Z = Y \U

and let i : Z ↪→ Y be the embedding. By Proposition 8.2.5 we have only to show
that i−1Rf∗(CXan [dX]) ∈ pD

�−1
c (Z) and i!Rf∗(CXan [dX]) ∈ pD

�1
c (Z). Again by

DY Rf∗ � Rf∗DX it is enough to check only the condition i−1Rf∗(CXan [dX]) ∈
pD

�−1
c (Z). This can be shown by the argument used in the proof of (i). ��

Recall that the normalization π : X̃ → X of a projective variety X is a finite map

which induces an isomorphism π |π−1Xreg
: π−1Xreg −→∼ Xreg.

Corollary 8.2.31. Let X be a projective variety and π : X̃ → X its normalization.
Then we have an isomorphism

Rπ∗
[
ICX̃˙] � ICX .̇

In particular, there exists an isomorphism IH i(X̃) � IH i(X) for any i ∈ Z.

Since the normalization π : C̃ → C of an algebraic curve C is smooth, we obtain
an isomorphism IH i(C) � Hi(C̃) for any i ∈ Z. However, this is not always true
in higher-dimensional cases.

Example 8.2.32. Let C be an irreducible plane curve defined by C = {(x0 : x1 : x2)

∈ P2(C)|x3
0 + x3

1 = x0x1x2}. Since C has an isolated singular point, we obtain

IH i(C) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
C i = 0

0 i = 1

C i = 2

by Proposition 8.2.19. In this case the normalization C̃ of C is isomorphic to P1(C)

and hence we observe that IH i(C) � Hi(C̃) for any i ∈ Z.



8.2 Intersection cohomology theory 215

Remark 8.2.33. Proposition 8.2.30 has important consequences in representation
theory. For example, let G be a semisimple algebraic group over C and B ⊂ G

a Borel subgroup (see Chapter 9 for the definitions). For the flag variety X = G/B of
G let us set G̃ = {(g, x) ∈ G×X | gx = x} ⊂ G×X. Then G̃ is a smooth complex
manifold because the second projection G̃ → X is a fiber bundle on X. Furthermore,
it turns out that the first projection f : G̃ → G is small (see Lusztig [L1]). Therefore,
via the Riemann–Hilbert correspondence, Proposition 8.2.30 implies that

Hj

∫
f

OG̃ = 0 for j 	= 0.

The remaining non-zero term H 0
∫

f
OG̃ is a regular holonomic system on G and

coincides with the one satisfied by the characters of representations (invariant distri-
butions) of a real form of G (see [HK1]). Harish-Chandra obtained many important
results in representation theory through the detailed study of this system of equations.
We also note that Proposition 8.2.30 and Theorem 8.2.36 below play crucial roles in
the recent progress of the geometric Langlands program (see, for example, [MV]).

We end this section by presenting a beautiful application of the decomposition
theorem due to Borho–MacPherson [BM] on the explicit description of the direct
images of constant perverse sheaves. Let f : X → Y be a dominant projective
morphism of irreducible algebraic varieties. Then by a well-known result in analytic
geometry (see, for example, Thom [Th, p. 276]), there exists a complex stratification
Y = �α∈AYα of Y by connected strata Yα’s such that f |f −1Yα

: f −1Yα → Yα

is a topological fiber bundle with the fiber Fα := f −1(yα) (yα ∈ Yα). Let us
assume, moreover, that f is semismall. Then we have codimY Yα ≥ 2 dim Fα for
any α ∈ A. Note that for any i > 2 dim Fα we have Hi(Fα) = 0. In particular
[HiRf ∗(CX)]|Yα = 0 for any i > codimY Yα . Set cα = codimY Yα and denote by
Lα the local system [Hcα Rf ∗(CX)]|Yα on Yα .

Definition 8.2.34. We say that a stratum Yα is relevant if the condition cα = 2 dim Fα

holds.

We easily see that f is small if and only if the only relevant stratum is the open
dense one. Moreover, a stratum Yα is relevant if and only if Lα 	= 0. For a relevant
stratum Yα the top-dimensional cohomology group Hcα (Fα) � (Lα)yα of the fiber
Fα has a basis corresponding to the dFα -dimensional irreducible components of Fα .
The fundamental group of Yα acts on the C-vector space Hcα (Fα) � (Lα)yα by
permutations of these irreducible components. This action completely determines
the local system Lα . For each α ∈ A let

Lα =
⊕

φ

(Lφ)⊕mφ

be the irreducible decomposition of the local system Lα , where φ ranges through the
set of all irreducible representations of the fundamental group of Yα and mφ ≥ 0 is
the multiplicity of the irreducible local system Lφ corresponding to φ.
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Definition 8.2.35. We say that a pair (Yα, φ) of a stratum Yα and an irreducible rep-
resentation of the fundamental group of Yα is relevant if the stratum Yα is relevant
and mφ 	= 0.

Theorem 8.2.36 (Borho–MacPherson [BM]). In the situation as above, assume,
moreover, that X is rationally smooth. Then the direct image Rf ∗(CX[dX]) of the
constant perverse sheaf CX[dX] � ICX˙ is explicitly given by

Rf ∗(CX[dX]) �
⊕

(Yα,φ)

[iα∗ICZα (Lφ)˙]⊕mφ ,

where (Yα, φ) ranges through the set of all relevant pairs, Zα is the closure of Yα and
iα : Zα ↪−→ Y is the embedding.

Proof. By Proposition 8.2.30 the direct image Rf ∗(CX[dX]) is a perverse sheaf on
Y . By the decomposition theorem we can prove recursively that on each strata Yβ it
is written more explicitly as

Rf ∗(CX[dX]) �
⊕

(Yα,φ)

[iα∗ICZα (Lφ)˙]⊕nφ ,

where (Yα, φ) ranges through the set of all pairs of Yα and irreducible representations φ

of the fundamental group of Yα , and nφ are some non-negative integers. Indeed, let Yα0

be the unique open dense stratum in Y . Then on Yα0 the direct image Rf ∗(CX[dX])
is obviously written as

Rf ∗(CX[dX]) �
⊕

(Yα0 ,φ)

(Lφ[dX])⊕mφ ,

where (Yα0 , φ) ranges through the set of relevant pairs. Namely, for any pair (Yα, φ)

such that α = α0 we have nφ = mφ . Let Yα1 be a stratum such that codimY Yα1 = 1.
Since HiRf ∗(CX[dX]) = 0 on Yα1 for i 	= −dX by the semismallness of f , for any
pair (Yα, φ) such that α = α1 we must have nφ = 0. Therefore, on Yα0 � Yα1 we
obtain an isomorphism

Rf ∗(CX[dX]) �
⊕

(Yα0 ,φ)

[iα0∗ICZα0
(Lφ)˙]⊕mφ ,

where (Yα0 , φ) ranges through the set of relevant pairs. By repeating this argument,
we can finally prove the theorem. ��
Remark 8.2.37. By Theorem 8.2.36 we can geometrically construct and study repre-
sentations of Weyl groups of semisimple algebraic groups. This is the so-called theory
of Springer representations. For this very important application of Theorem 8.2.36,
see Borho–MacPherson [BM]. As another subject where Theorem 8.2.36 is applied
effectively we also point out the work by Göttsche [Go] computing the Betti numbers
of Hilbert schemes of points of algebraic surfaces. Inspired by this result Nakajima
[Na1] and Grojnowski [Gr] found a beautiful symmetry in the cohomology groups
of these Hilbert schemes (see [Na2] for the details).
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8.3 Hodge modules

8.3.1 Motivation

Let k an the algebraic closure of the prime field Fp of characteristic p. Starting
from a given separated scheme X of finite type over Z, we can construct by base
changes, the schemes XC = X ⊗Z C over C and Xk = X ⊗Z k over k. The
scheme Xk is regarded as the counterpart of XC in positive characteristic. We have
cohomology groups H ∗(Xan

C
, Q), H ∗

c (Xan
C

, Q) for the underlying analytic space Xan
C

of XC; the corresponding notions in positive characteristic are the so-called l-adic
étale cohomology groups H ∗(Xk, Q̄l ), H ∗

c (Xk, Q̄l ) (l is a prime number different
from p). More precisely, under some suitable conditions on X over Z we have the
isomorphisms

H ∗(Xan
C , Q) ⊗Q Q̄l � H ∗(Xk, Q̄l ), H ∗

c (Xan
C , Q) ⊗Q Q̄l � H ∗

c (Xk, Q̄l ),

which show that the étale topology for Xk corresponds to the classical topology for
XC. This correspondence can be extended to the level of local systems and perverse
sheaves on Xan

C
and Xk .

For Xk we have the Frobenius morphism, which is an operation peculiar to the case
of positive characteristic. This allows us, compared with the case of XC, to develop
a more detailed theory on Xk by considering étale local systems and étale perverse
sheaves endowed with the action of the Frobenius morphisms (Weil sheaves). That
is the theory of weights for étale sheaves, which played an important role in the proof
of the Weil conjecture [De3], [BBD].

However, Grothendieck’s philosophy predicted the existence of the theory of
weights for objects over C. In the case of local systems, the theory of the variation
of Hodge structures had been known as a realization of such a theory over C [De2].
In the case of general perverse sheaves, a theory of weight which is based on the
Riemann–Hilbert correspondence was constructed, and gave the final answer to this
problem. This is the theory of Hodge modules due to Morihiko Saito [Sa1], [Sa3].

In this section, we present a brief survey on the theory of Hodge modules.

8.3.2 Hodge structures and their variations

In this subsection we discuss standard notions on Hodge structures. For more precise
explanations, refer to [De2], [GS].

Let X be a smooth projective algebraic variety. The complexifications HC =
Hn(Xan, C) of its rational cohomology groups H = Hn(Xan, Q) (n ∈ Z) can be
naturally identified with the de Rham cohomology groups. Moreover, in such cases,
a certain family { Hp,q | p, q ∈ N, p + q = n } of subspaces of HC is defined by
the theory of harmonic forms so that we have the Hodge decomposition

HC =
⊕

p+q=n

Hp,q, H̄ p,q = Hq,p.
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Here we denote the complex conjugation map of HC with respect to H by h �→
h̄ (h ∈ HC). Let us set F p(HC) := ⊕

i≥p H i,n−i . Then F defines a decreasing

filtration of HC and the equality HC = F p ⊕ F̄ n−p+1 holds for every p. We call it
the Hodge filtration of HC. Note that we can reconstruct the subspaces Hp,q from
the Hodge filtration by using Hp,q = F p ∩ F̄ q .

Therefore, it would be natural to define the notion of Hodge structures in the
following way. Let H be a finite-dimensional vector space over Q and HC its com-
plexification. Denote by h �→ h̄ (h ∈ HC) the complex conjugation map of HC and
consider a finite decreasing filtration F = { F p(HC) }p∈Z by subspaces in HC. That
is, we assume that F p(HC)’s are subspaces of HC satisfying F p(HC) ⊃ F p+1(HC)

(∀p) and F p(HC) = {0}, F −p(HC) = HC (p � 0). For an integer n, we say that
the pair (H, F ) is a Hodge structure of weight n if the condition

HC = F p ⊕ F̄ n−p+1

holds for any p. The filtration F is called the Hodge filtration. In this case, if we set
Hp,q = F p ∩ F̄ q , then we obtain the Hodge decomposition

HC =
⊕

p+q=n

Hp,q, H̄ p,q = Hq,p.

We can naturally define the morphisms between Hodge structures as follows. Given
two Hodge structures (H, F ), (H ′, F ) of the same weight n, a linear map f : H →
H ′ is called a morphism of Hodge structures if it satisfies the condition

f (F p(HC)) ⊂ F p(H ′
C)

for any p. Here we used the same symbol f for the complexified map HC → H ′
C

of
f . Thus we have defined the category SH(n) of the Hodge structures of weight n.
The morphisms in SH(n) are strict with respect to the Hodge filtration F . Namely,
for f ∈ HomSH(n)

(
(H, F ), (H ′, F )

)
we always have

f (F p(HC)) = f (HC) ∩ F p(H ′
C)

for any p ∈ Z, from which we see that SH(n) is an abelian category.
Next let us explain the polarizations of Hodge structures. We say a Hodge struc-

ture (H, F ) ∈ SH(n) is polarizable if there exists a bilinear form S on HC satisfying
the following properties:

(i) If n is even, S is symmetric. If n is odd, S is anti-symmetric.
(ii) If p + p′ 	= n, we have S(Hp,n−p, Hp′,n−p′

) = 0.
(iii) For any v ∈ Hp,n−p such that v 	= 0 we have (

√−1)n−2pS(v, v̄) > 0.

Denote by SH(n)p the full subcategory of SH(n) consisting of polarizable Hodge
structures of weight n. Then it turns out that SH(n)p is an abelian category, and any
object from it can be expressed as a direct sum of irreducible objects.

As we have explained above, for a smooth projective algebraic variety X, a natural
Hodge structure of weight n can be defined on Hn(Xan, Q); however, the situation is
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much more complicated for non-projective varieties with singularities. In such cases,
the cohomology group Hn(Xan, Q) is a sort of mixture of the Hodge structures of
various weights. This is the theory of mixed Hodge structures due to Deligne.

Let us give the definition of mixed Hodge structures. Let H be a finite-dimensional
vector space over Q, F a finite decreasing filtration of HC and W = {Wn(H)}n∈Z

a finite increasing filtration of H . By complexifying W , we get an increas-
ing filtration of HC, which we also denote by W . Then the complexification of
grW

n (H) = Wn(H)/Wn−1(H) is identified with Wn(HC)/Wn−1(HC) and its de-
creasing filtration is defined by

F̃ p(Wn(HC)/Wn−1(HC)) = (Wn(HC) ∩ F p(HC) + Wn−1(HC))/Wn−1(HC).

We say that a triplet (H, F, W) is a mixed Hodge structure if for any n the filtered
vector space grW

n (H, F ) := (grW
n (H), F̃ ) is a Hodge structure of weight n. We can

naturally define the morphisms between mixed Hodge structures, and hence the cate-
gory SHM of mixed Hodge structures is defined. Let SHMp be the full subcategory
of SHM consisting of objects (H, F, W) ∈ SHM such that grW

n (H, F ) ∈ SH(n)p

for any n. They are abelian categories.
Next we explain the notion of the variations of Hodge structures, which naturally

appears in the study of deformation (moduli) theory of algebraic varieties.
Let f : Y → X be a smooth projective morphism between two smooth algebraic

varieties. Then the nth higher direct image sheaf Rnf an∗ (QY an ) is a local system
on Xan whose stalk at x ∈ X is isomorphic to Hn(f −1(x)an, Q). Since the fiber
f −1(x) is a smooth projective variety, there exists a Hodge structure of weight n on
Hn(f −1(x)an, Q). Namely, the sheaf Rnf an∗ (QY an ) is a local system whose stalks
are Hodge structures of weight n. Extracting properties of this local system, we come
to the definition of the variations of Hodge structures as follows.

Let X be a smooth algebraic variety and H a Q-local system on Xan. Then by a
theorem of Deligne (Theorem 5.3.8), there is a unique (up to isomorphisms) regular
integrable connection M on X such that DR(M) = C ⊗Q H [dim X]. Let us denote
this regular integrable connection M by M(H). Assume that F = {F p(M(H))}p∈Z

is a finite decreasing filtration of M(H) by OX-submodules such that F p/F p+1 is
a locally free OX-module for any p. Namely, F corresponds to a filtration of the
associated complex vector bundle by its subbundles. Since the complexification
(Hx)C of the stalk Hx of H at x ∈ X coincides with C ⊗OX,x

M(H)x , a decreasing
filtration F(x) of (Hx)C is naturally defined by F . Now we say that the pair (H, F )

is a variation of Hodge structures of weight n if it satisfies the conditions

(i) For any x ∈ X, (Hx, F (x)) ∈ SH(n).
(ii) For any p ∈ Z, we have �X · F p(M(H)) ⊂ F p−1(M(H)), where �X stands

for the sheaf of holomorphic vector fields on X.

The last condition is called Griffiths transversality. Also, we say that the variation of
Hodge structures (H, F ) is polarizable if there exists a morphism

S : H ⊗QXan H −→ QXan
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of local systems which defines a polarization of (Hx, F (x)) at each point x ∈ X.
We denote by V SH(X, n) the category of the variations of Hodge structures on
X of weight n. Its full subcategory consisting of polarizable objects is denoted by
V SH(X, n)p. The categories V SHM(X), V SHM(X)p of the variations of mixed
Hodge structures on X can be defined in the same way as SHM, SHMp. All these
categories V SH(X, n), V SH(X, n)p, V SHM(X) and V SHM(X)p are abelian
categories.

8.3.3 Hodge modules

The theory of variations of Hodge structures in the previous subsection may be re-
garded as the theory of weights for local systems. Our problem here is to extend it to
the theory of weights for general perverse sheaves. The Q-local systems H appear-
ing in the variations of Hodge structures should be replaced with perverse sheaves K

(over Q). In this situation, a substitute for the regular integrable connection M(H)

is a regular holonomic system M such that

DR(M) = C ⊗Q K.

Now, what is the Hodge filtration in this generalized setting? Instead of the decreasing
Hodge filtration F = {F p} of M, set Fp = F −p and let us now consider the
increasing filtration {Fp}. Then Griffiths transversality can be rephrased as �X ·Fp ⊂
Fp+1. Therefore, for a general regular holonomic system M, we can consider good
filtrations in the sense of Section 2.1 as a substitute of Hodge filtrations.

Now, for a smooth algebraic variety X denote by MFrh(DX) the category of the
pairs (M, F ) of M ∈ Modrh(DX) and a good filtration F of M . We also denote
by MFrh(DX, Q) the category of the triplets (M, F, K) consisting of (M, F ) ∈
MFrh(DX) and a perverse sheaf K ∈ Perv(QX) over Q such that DR(M) = C ⊗Q

K . Also MFrhW(DX, Q) stands for the category of quadruplets (M, F, K, W)

consisting of (M, F, K) ∈ MFrh(DX, Q) and its finite increasing filtration W =
{Wn} in the category MFrh(DX, Q). Although these categories are not abelian,
they are additive categories. Under these definitions, we can show that V SH(X, n)

(resp. V SHM(X)) is a full subcategory of MFrh(DX, Q) (resp. MFrhW(DX, Q)).
Indeed, by sending (H, F ) ∈ V SH(X, n) (resp. (H, F, W) ∈ V SHM(X)) to
(M(H), F, H [dim X] ) ∈ MFrh(DX, Q) (resp. (M(H), F, H [dim X], W) ∈
MFrhW(DX, Q)) we get the inclusions

φn
X : V SH(X, n) −→ MFrh(DX, Q),

φX : V SHM(X) −→ MFrhW(DX, Q)

of categories. So our problem is now summarized in the following three parts:

(1) Define a full abelian subcategory of MFrh(DX, Q) (resp. MFrhW(DX, Q))
consisting of objects of weight n (resp. objects of mixed weights).

(2) Define the various operations, such as direct image, inverse image, duality functor
for (the derived categories of) the abelian categories defined in (1).
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(3) Show that the notions defined in (1), (2) satisfy the properties that deserves the
name of the theory of weights. That is, prove basic theorems similar to those in
the theory of weights in positive characteristic.

Morihiko Saito tackled these problems for several years and gave a deci-
sive answer. In [Sa1], Saito defined the full abelian subcategory MH(X, n) of
MFrh(DX, Q) consisting of the Hodge modules of weight n. He also gave the
definition of the full abelian subcategory MH(X, n)p of MH(X, n) consisting of
polarizable objects and proved its stability through the direct images associated to
projective morphisms. Next, in [Sa3], he defined the category MHM(X) of mixed
Hodge modules as a subcategory of MFrhW(DX, Q) and settled the above problems
(2), (3). Since the definition of Hodge modules requires many steps, we do not give
their definition here and explain only their properties.

We first present some basic properties of the categories MH(X, n) and
MH(X, n)p following [Sa1]:

(p1) MH(X, n), MH(X, n)p are full subcategories of MFrh(DX, Q), and we
have MH (X, n)p ⊂ MH(X, n).

(p2) (locality) Consider an open covering X = ⋃
λ∈� Uλ of X. For V ∈

MFrh(DX, Q) we have V ∈ MH(X, n) (resp. MH(X, n)p) if and only if
V|Uλ ∈ MH( Uλ, n) (resp. V|Uλ ∈ MH(Uλ, n)p).

(p3) All morphisms in MH(X, n) and MH(X, n)p are strict with respect to the
filtrations F .

We see from (p3) that MH(X, n) and MH(X, n)p are abelian categories. For
V = (M, F, K) ∈ MH(X, n) the support supp(M) of M is called the support of
V and we denote it by supp(V). This is a closed subvariety of X. Now let Z be an
irreducible closed subvariety of X. We say V = (M, F, K) ∈ MH(X, n) has the
strict support Z if the support of V is Z and there is neither subobject nor quotient
object of V whose support is a non-empty proper subvariety of Z. Let us denote
by MHZ(X, n) the full subcategory of MH(X, n) consisting of objects having the
strict support Z. We also set MHZ(X, n)p = MHZ(X, n) ∩ MH(X, n)p. Then
we have

(p4) MH(X, n) = ⊕
Z MHZ(X, n), MH(X, n)p = ⊕

Z MHZ(X, n)p, where
Z ranges over the family of irreducible closed subvarieties of X.

If one wants to find a category satisfying only the conditions (p1)–(p4) one can
set MH(X, n) = {0} for all X; however, the category MH(X, n) is really not trivial,
as we will explain below.

For V = (M, F, K) ∈ MFrh(DX, Q) and an integer m we define V(m) ∈
MFrh(DX, Q) by

V(m) = (M ⊗Q Q(m), F [m], K ⊗Q Q(m))

(the Tate twist of V), where Q(m) = (2π
√−1)mQ ⊂ C and F [m]p = Fp−m. The

readers might feel it strange to write ⊗QQ(m); however, this notation is natural from
the viewpoint of Hodge theory.



222 8 Perverse Sheaves

(p5) φn
X(V SH(X, n)p) ⊂ MHX(X, n + dim X)p.

(p6) If V ∈ MH(X, n) (resp. MH(X, n)p), then V(m) ∈ MH(X, n − 2m) (resp.
MH(X, n − 2m)p).

From (p5), (p6) and the stability through projective direct images to be stated below,
we see that MH(X, n) contains many non-trivial objects (see also (m13) below).

Let f : X → Y be a projective morphism between two smooth algebraic varieties.
Then the derived direct image f�(M, F ) of (M, F ) ∈ MFrh(DX) is defined as
a complex of filtered modules (more precisely it is an object of a certain derived
category). As a complex of D-modules it is the ordinary direct image

∫
f

M.

(p7) If (M, F, K) ∈ MH(X, n)p, then the complex f�(M, F ) is strict with
respect to the filtrations and we have

(Hj f�(M, F ), pHj f∗(K)) ∈ MH(Y, n + j)p.

for any j ∈ Z (pHj f∗(K) is the j th perverse part of the direct image complex
f∗(K), see Section 8.1).

Let us explain how the filtered complex f�(M, F ) can be defined. First consider
the case where f is a closed embedding. In this case, for j 	= 0 we have Hj

∫
f

M = 0

and H 0
∫

f
M = f∗(DY←X ⊗DX

M). Using the filtration on DY←X induced from

the one on DY , let us define a filtration on
∫

f
M by

Fp

(∫
f

M
)

:= f∗
(∑

q

Fq(DY←X) ⊗ Fp−q+dim X−dim Y (M)
)
.

Then this is the filtered complex f�(M, F ) of sheaves. Next consider the case where
f is a projection X = Y × Z → Y (Z is a smooth projective variety of dimension
m). Now DY←X ⊗L

DX
M can be expressed as the relative de Rham complex

DRX/Y (M) = [�0
X/Y ⊗OX

M → �1
X/Y ⊗OX

M → · · · → �m
X/Y ⊗OX

M]
(here �m

X/Y ⊗OX
M is in degree 0). Hence a filtration of DRX/Y (M) as a complex

of f −1DY -modules is defined by

Fp(DRX/Y (M)) = [
�0

X/Y ⊗OX
Fp(M) → �1

X/Y ⊗OX
Fp+1(M)

→ · · · → �m ⊗OX
Fp+m(M)

]
,

and its sheaf-theoretical direct image is f�(M, F ). Note that the complex
f�(M, F ) is strict if and only if the morphism

Hj
(
Rf∗(Fp(DRX/Y (M)))

) −→ Hj
(
Rf∗(DRX/Y (M))

) = Hj

∫
f

M

is injective for any j and p. If this is the case, Hj
∫

f
M becomes a filtered module

by the filtration
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Fp

(
Hj

∫
f

M
)

= Hj
(
Rf∗(Fp(DRX/Y (M)))

)
.

We next present some basic properties of mixed Hodge modules following [Sa3]:

(m1) MHM(X) is a full subcategory of MFrhW(DX, Q), and subobjects and
quotient objects (in the category MFrhW(DX, Q)) of an object of MHM(X)

are again in MHM(X). That is, the category MHM(X) is stable under the
operation of taking subquotients in MFrhW(DX, Q).

(m2) If V = (M, F, K, W) ∈ MHM(X), then grW
n V = grW

n (M, F, K) ∈
MH(X, n)p. Furthermore, if V ∈ MFrhW(DX, Q) satisfies grW

k V = 0
(k 	= n), grW

n V ∈ MH(X, n)p, then we have V ∈ MHM(X).
(m3) (locality) Let X = ⋃

λ∈� Uλ be an open covering of X. Then for V ∈
MFrhW(DX, Q) we have V ∈ MHM(X) if and only if V|Uλ ∈ MHM(Uλ)

for any λ ∈ �.
(m4) All morphisms in MHM(X) are strict with respect to the filtrations F, W .
(m5) If V = (M, F, K, W) ∈ MHM(X), then V(m) = (M ⊗Q Q(m), F [m],

K ⊗Q Q(m), W [−2m]) ∈ MHM(X).

It follows from (m4) that MHM(X) is an abelian category. Also by (m2) the
object

QH
X [dim X] := (OX, F, QXan [dim X], W)

(grF
p = 0 (p 	= 0), grW

n = 0 (n 	= dim X))

in MFrhW(DX, Q) belongs to MHM(X). Let us define a functor

rat : MHM(X) −→ Perv(QX)

by assigning K ∈ Perv(QX) to (M, F, K, W) ∈ MHM(X). Then the functor rat
induces also a functor

rat : DbMHM(X) −→ Db(Perv(QX)) � Db
c (QX)

of triangulated categories (i.e., it sends distinguished triangles in DbMHM(X) to
those in Db

c (QX)), where we used the isomorphism Db(Perv(QX)) � Db
c (QX)

proved by [BBD] and [Bei]. In [Sa3] the functors

D : MHM(X) −→ MHM(X)op,

f�, f! : DbMHM(X) −→ DbMHM(Y),

f �, f ! : DbMHM(Y) −→ DbMHM(X)

were defined in the derived categories of mixed Hodge modules and he proved various
desired properties (f : X → Y is a morphism of algebraic varieties). Namely, we
have

(m6) D ◦ D = Id, D ◦ f� = f! ◦ D, D ◦ f � = f ! ◦ D.
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(m7) D ◦ rat = rat ◦D, f∗ ◦ rat = rat ◦f�, f! ◦ rat = rat ◦f!, f ∗ ◦ rat =
rat ◦f �, f ! ◦ rat = rat ◦f !.

(m8) If f is a projective morphism, then f� = f!.

Let V ∈ DbMHM(X). We say that V has mixed weights ≤ n (resp. ≥ n) if
grW

i HjV = 0 (i > j + n) (resp. grW
i HjV = 0 (i < j + n)). Also V is said to have

a pure weight n if grW
i HjV = 0 (i 	= j + n) holds. Now we have the following

results, which justify the name “theory of weights’’:

(m9) If V has mixed weights ≤ n (resp. ≥ n), then DV has mixed weights ≥ −n

(resp. ≤ −n).
(m10) If V has mixed weights ≤ n, then f!V , f �V have mixed weights ≤ n.
(m11) If V has mixed weights ≥ n, then f�V , f !V have mixed weights ≥ n.

Next we will explain the relation with the variations of mixed Hodge structures.

(m12) Let H ∈ V SHM(X)p. Then φX(H) ∈ MFrhW(DX, Q) is an object of
MHM(X) if and only if H is admissible in the sense of Kashiwara [Kas13].

This implies in particular that MHM(pt) = SHMp (the case when X is a one-point
variety {pt}).

Finally, let us describe the objects in MHZ(X, n)p by using direct images (Z is
an irreducible subvariety of X). Let U be a smooth open subset of Z and assume
that the inclusion map j : U ↪→ X is an affine morphism. For H ∈ V SH(U, n)p,
j!φn

UH and j∗φn
UH are objects in MHM(X) having weights ≤ n, ≥ n, respectively.

Therefore, if we set

j!∗φn
UH = Im

[
j!φn

UH −→ j∗φn
UH

]
,

then j!∗φn
UH is an object in MHM(X) having the pure weight n + dim Z (this func-

tor j!∗ is a Hodge-theoretical version of the functor of minimal extensions defined in
Section 8.2). Hence grW

n+dim Z
j!∗φn

UH is an object in MH(X, n + dim Z)p. Fur-
thermore, it turns out that this object belongs to MHZ(X, n)p. Let us denote by
V SH(Z, n)

p
gen the category of polarizable variations of Hodge structures of weight

n defined on some smooth Zariski open subsets of Z. Then by the above correspon-
dence, we obtain an equivalence

(m13) V SH(Z, n)
p
gen −→∼ MHZ(X, n + dim Z)p.

of categories. Now consider the trivial variation of Hodge structures

(OZreg , F, QZan
reg

) ∈ V SH(Zreg, 0)p

defined over the regular part Zreg of Z (grF
p = 0 (p 	= 0)). Let us denote by ICH

Z

the corresponding object in MHZ(X, dim Z)p obtained by (m13). If we define the
filtration W on it by the condition grW

n = 0 (n 	= dim Z), then we see that ICH
Z ∈

MHM(X). The underlying D-module (resp. perverse sheaf) of ICH
Z is the minimal

extension L(Zreg, OZreg) (resp. the intersection cohomology complex IC(QZan
reg

)).
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Also in the case of Z = X, we have ICH
X = QH

X [dim X]. Let aX : X → pt be the
unique map and for V ∈ MHM(X) set

Hk(X, V) = Hk
(
(aX)∗V

)
, Hk

c (X, V) = Hk
(
(aX)!V

)
.

Then these are objects in MHM(pt) = SHMp. When X is a projective variety, by
(m10) and (m11) we get in particular

Hk(X, ICH
Z ) = Hk

c (X, ICH
Z ) ∈ SH(k + dim Z)p.

This result shows that the global intersection cohomology groups of Z have Hodge
structures with pure weights.
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Algebraic Groups and Lie Algebras

In this chapter we summarize basic notions of algebraic groups and Lie algebras.
For details we refer to other textbooks such as Humphreys [Hu1], Springer [Sp1],
Humphreys [Hu2]. We do not give any proof here; however, various examples are
presented so that inexperienced readers can also follow the rest of this book.

9.1 Lie algebras and their enveloping algebras

Let k be a field. A Lie algebra g over k is a vector space over k endowed with a
bilinear operation (called a Lie bracket)

g × g → g ((x, y) �→ [x, y]) (9.1.1)

satisfying the following axioms (9.1.2), (9.1.3):

[x, x] = 0 (x ∈ g), (9.1.2)

[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (x, y, z ∈ g). (9.1.3)

We call [•, •] the bracket product of g.
For example, any vector space g with the bracket product

[x, y] = 0 (x, y ∈ g)

is a Lie algebra. We call such a Lie algebra commutative.
Any associative algebra A over k can be regarded as a Lie algebra by setting

[x, y] = xy − yx (x, y ∈ A). (9.1.4)

In particular, the algebra End(V ) consisting of linear transformations of a vector space
V is naturally a Lie algebra. We usually denote this Lie algebra by gl(V ). When
V = kn, it is identified with the set of n × n-matrices and we write it as gln(k).
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A vector subspace h of a Lie algebra g which is closed under the bracket product
of g is called a (Lie) subalgebra of g. A subalgebra of a Lie algebra is naturally a Lie
algebra. The following are all subalgebras of gln(k)):

sln(k) = {x ∈ gln(k) | Tr(x) = 0}, (9.1.5)

son(k) = {x ∈ gln(k) | t x + x = 0}, (9.1.6)

sp2m(k) = {x ∈ gl2m(k) | t xJ + Jx = 0} (n = 2m), (9.1.7)

where we put

J =
(

O E

−E O

)
(E is the unit matrix of size m). (9.1.8)

Let g1 and g2 be Lie algebras. A linear map f : g1 → g2 preserving the bracket
products is called a homomorphism of Lie algebras.

Let g be a Lie algebra. Then there exists uniquely up to isomorphisms a pair
(A, i) of an associative algebra A and a homomorphism i : g → A of Lie algebras
satisfying the following universal property:{

For any such pair (A′, i′) there exists a unique homomorphism
f : A → A′ of associative algebras such that f ◦ i = i′. (9.1.9)

We denote this associative algebra by U(g) and call it the enveloping algebra of
g. It can be realized as the quotient of the tensor algebra T (g) of g by the two-sided
ideal generated by the elements xy − yx − [x, y] (x, y ∈ g). The following theorem
due to Poincaré–Birkhoff–Witt (we call it PBW for short hereafter) is fundamental in
the theory of Lie algebras.

Theorem 9.1.1. If x1, . . . , xn is a basis of the k-vector space g, then the elements

i(x1)m1 · · · i(xn)mn (m1, . . . , mn ∈ N = {0, 1, 2, . . . })

in U(g) form a basis of U(g).

It follows from PBW that i : g → U(g) is injective. Hereafter, we consider g as
embedded into U(g) and omit the injection i.

Let g be a Lie algebra and let V be a vector space. We call a homomorphism

σ : g → gl(V ) (9.1.10)

of Lie algebras a representation of g on V . In this case we also say that V is a g-module.
By the universal property of U(g) giving a g-module structure on a vector space V

is equivalent to giving a homomorphism U(g) → End(V ) of associative algebras.
Namely, a g-module is a (left) U(g)-module, and vice versa. Universal enveloping
algebras are indispensable tools in the representation theory of Lie algebras.
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9.2 Semisimple Lie algebras (1)

From now on we assume that Lie algebras are finite dimensional unless otherwise
stated. A subspace a of a Lie algebra g satisfying the condition [g, a] ⊂ a is called
an ideal of g. In this case a is clearly a Lie subalgebra of g. Moreover, the quotient
space g/a is naturally a Lie algebra.

If there exists a sequence of ideals of g:

g = a0 ⊃ a1 ⊃ a2 ⊃ · · · · · · ⊃ ar = {0}
such that [ai/ai+1, ai/ai+1] = 0 (i.e., ai/ai+1 is commutative), we call g a solvable
Lie algebra. For a Lie algebra g there always exists a unique maximal solvable ideal
r(g) of g, called the radical of g. A Lie algebra g is called semisimple if r(g) = 0.
For any Lie algebra g the quotient Lie algebra g/r(g) is semisimple. Moreover, it is
known that there exists a semisimple subalgebra s of g such that g = s⊕ r(g) (Levi’s
theorem).

ALie algebra g is called simple if it is non-commutative and contains no non-trivial
ideals (ideals other than {0} and g itself). Simple Lie algebras are semisimple. If the
characteristic of the ground field k is zero, any semisimple Lie algebra is isomorphic
to a direct sum of simple Lie algebras.

For x ∈ g we define a linear map ad(x) : g → g by

(ad(x))(y) = [x, y] (y ∈ g). (9.2.1)

Then
ad : g → gl(g) (9.2.2)

is a homomorphism of Lie algebras, and hence it gives a representation of g. We call
it the adjoint representation of g.

We define a symmetric bilinear form Bg : g × g → k on g by

Bg(x, y) = Tr(ad(x) ad(y)) (x, y ∈ g). (9.2.3)

This is called the Killing form of g.

Theorem 9.2.1 (Cartan’s criterion). We assume that the characteristic of k is 0.
Then a Lie algebra g is semisimple if and only if its Killing form Bg is non-degenerate.

By this theorem we can check the semisimplicity of the Lie algebras sln(k) (n �
2), son(k) (n � 3), sp2n(k) (n � 2).

In the rest of this section we assume that k is an algebraically closed field of
characteristic zero and g is a semisimple Lie algebra over k.

Definition 9.2.2. We say that a subalgebra h of g is a Cartan subalgebra if it is
maximal among the subalgebras of g satisfying the following two conditions:

h is commutative. (9.2.4)

For any h ∈ h the linear transformation ad(h) is semisimple. (9.2.5)
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Example 9.2.3. Let g = sln(k). Set

d(a1, . . . , an) =

⎛⎜⎜⎜⎝
a1 0

. . .

0 an

⎞⎟⎟⎟⎠ ,

h =
{

d(a1, . . . , an)

∣∣∣∣ a1, . . . , an ∈ C,

n∑
i=1

ai = 0

}
.

Then h is a Cartan subalgebra of g. Indeed, it is easily seen that h satisfies (9.2.4),
(9.2.5). Moreover, the subalgebra

zg(h) = {x ∈ g | [h, x] = {0}}
coincides with h, and hence h is a maximal commutative subalgebra.

We denote by Aut(g) the group of automorphisms of g:

Aut(g) = {g ∈ GL(g) | [g(x), g(y)] = g([x, y]) (x, y ∈ g)}.
Theorem 9.2.4. If h1, h2 are Cartan subalgebras of g, then there exists some g ∈
Aut(g) such that g(h1) = h2.

In what follows we choose and fix a Cartan subalgebra h of g. For each λ ∈ h∗
we set

gλ = {x ∈ g | ad(h)x = λ(h)x (h ∈ h)}. (9.2.6)

The linear transformations ad(h) (h ∈ h) are simultaneously diagonalizable, and
hence we have g = ⊕

λ∈h∗ gλ. We set

� = {λ ∈ h∗ | gλ 	= {0}}\{0}. (9.2.7)

Theorem 9.2.5.
(i) g0 = h.

(ii) For any α ∈ � we have dim gα = 1.
(iii) The set � is a root system in h∗. (The definition of a root systems will be given

in Section 9.3).

We call � the root system of g (with respect to h).

Example 9.2.6. Set g = sln(k) and consider the Cartan subalgebra h in Exam-
ple 9.2.3. For i = 1, . . . , n, we define λi ∈ h∗ by

λi(d(a1, . . . , an)) = ai.

Then we have

� = {λi − λj | i 	= j},
gλi−λj

= keij (i 	= j),

where eij is the matrix whose (k, l)th entry is δikδjl .
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9.3 Root systems

Let k be a field of characteristic zero and V a vector space over k. For α ∈ V and
α∨ ∈ V ∗ such that 〈α∨, α〉 = 2, we define a linear map sα,α∨ : V → V by

sα,α∨(v) = v − 〈α∨, v〉α. (9.3.1)

By setting H = Ker(α∨) we have V = H ⊕ kα, sα,α∨(α) = −α and sα,α∨|H = id.
If � is a finite subset of V spanning V , then for α ∈ � we have at most one α∨ ∈ V ∗
satisfying 〈α∨, α〉 = 2 and sα,α∨(�) = �.

Definition 9.3.1. A root system (in V ) is a finite subset � of V which satisfies the
following conditions:

(i) � 	
 0.
(ii) The set � spans V .

(iii) For any α ∈ �, there exists a unique α∨ ∈ V ∗ such that 〈α∨, α〉 = 2 and
sα,α∨(�) = �.

(iv) For α, β ∈ � we have 〈α∨, β〉 ∈ Z.
(v) If cα ∈ � for some α ∈ � and c ∈ k, then c = ±1.

An element of � is called a root.
For root systems �1 and �2 in V1 and V2, respectively, we have a root system

�1 ��2 in V1 ⊕V2. We call this root system the direct sum of �1 and �2. We say that
a root system is irreducible if there exists no non-trivial direct sum decomposition.

Assume that � is a root system in V . For a field extension k1 of k, � is also a
root system in k1 ⊗ V . Furthermore, for a subfield k2 of k, setting V ′ = ∑

α∈�k2α,
we see k ⊗ V ′ = V and � is a root system of V ′. This means that the classification
of root systems is independent of the choice of base fields.

Theorem 9.3.2. Assume that k is an algebraically closed field of characteristic 0. For
any root system � there exists uniquely up to isomorphisms a semisimple Lie algebra
g(�) over k whose root system is isomorphic to �. Moreover, the Lie algebra g(�)

is simple if and only if � is an irreducible root system.

Hence semisimple Lie algebras over an algebraically closed field of characteristic
zero are classified by their root systems. In particular, the classification does not
depend on the choice of the base field k.

Henceforth we assume that � is a root system in the vector space V over a field
k of characteristic 0.

It follows from the simple fact t sα,α∨ = sα∨,α that

�∨ = {α∨ | α ∈ �} ⊂ V ∗ (9.3.2)

is also a root system in V ∗. We call it the coroot system of �.
The subgroup W of GL(V ) defined by

W = 〈sα,α∨ | α ∈ �〉 (9.3.3)
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is called the Weyl group of �. It is a finite group since it is regarded as a subgroup of
the permutation group of the finite set �. The Weyl group of � and that of �∨ are
naturally identified via w ↔ tw−1. Hence we may also regard W as a subgroup of
GL(V ∗). In what follows we write sα,α∨ ∈ W simply as sα .

We can always take a subset �+ of � with the following properties:

� = �+ ∪ (−�+), �+ ∩ (−�+) = ∅. (9.3.4)

If α, β ∈ �+, α + β ∈ �, then α + β ∈ �+. (9.3.5)

We call such a subset �+ a positive root system in �.

Proposition 9.3.3. The Weyl group W acts simply transitively on the set of positive
root systems in �.

From now on we fix a positive root system �+. An element of �+ is called a
positive root.

A positive root which cannot be expressed as a sum of two positive roots is called
a simple root. We denote the set of simple roots by

$ = {α1, . . . , αl}. (9.3.6)

We also set si = sαi
(i = 1, . . . , l).

Proposition 9.3.4.
(i) $ is a basis of the vector space V .

(ii) Any positive root α ∈ �+ can be uniquely written as α = ∑l
i=1niαi (ni ∈ N).

(iii) W($) = �.
(iv) W = 〈si | i = 1, . . . , l〉.

We call the square matrix A = (aij ) of size l defined by

aij = 〈α∨
i , αj 〉 (9.3.7)

the Cartan matrix of �. By virtue of Proposition 9.3.3 the Cartan matrix is uniquely
determined from the root system � up to permutations of the indices 1, . . . , l. More-
over, one can reconstruct the root system � from its Cartan matrix using Proposi-
tion 9.3.4 (iii) and (iv), because si(αj ) = αj − aij αi . Therefore, in order to classify
all root systems, it suffices to classify all possible Cartan matrices associated to root
systems. It follows directly from the definition that such a Cartan matrix satisfy

aii = 2. (9.3.8)

It can also be shown that

aij � 0 (i 	= j), (9.3.9)

aij = 0 ⇐⇒ aji = 0. (9.3.10)

Moreover, we see from an observation in the case of l = 2 that

if i 	= j , then aij aji takes one of the values 0, 1, 2, 3. (9.3.11)

The diagram determined by the following is called the Dynkin diagram of the root
system �:
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Vertices: For each i = 1, . . . , l we write a vertex
i◦.

Edges: Whenever i 	= j , we draw a line (edge) between the vertices
i◦ and

j◦ by
the following rules:

(i) If aij = aji = 0, � �i j

(ii) If aij = aji = −1, � �i j

(iii) If aij = −1, aji = −2, � �>
i j

(iv) If aij = −1, aji = −3, � �>
i j

Theorem 9.3.5. The Dynkin diagram of any irreducible root system is one of the
diagrams (Al), . . . , (G2) listed below. Furthermore, for each Dynkin diagram in the
list, there exists a unique (up to isomorphisms) irreducible root system corresponding
to it.

(Al) � � � � � � (the number of vertices l � 1)

(Bl) � � � � � > � (the number of vertices l � 2)

(Cl) � � � � � < � (the number of vertices l � 3)

(Dl) � � � � � �
�





���

(the number of vertices l � 4)

(E6) � � �� � �
(E7) � � �� � � �
(E8) � � �� � � � �
(F4) � � > � �
(G2) � > �

Example 9.3.6. Let Ṽ be a vector space endowed with a basis e1, . . . , en and set
V = Ṽ /k(e1 +· · ·+en). We denote by λi the image of ei in V . Then � = {λi −λj |
i 	= j} is a root system in V . By using the dual basis e∗

1, . . . , e∗
n ∈ Ṽ ∗ of e1, . . . , en

we identify V ∗ with { n∑
i=1

aie
∗
i ∈ Ṽ ∗

∣∣∣ n∑
i=1

ai = 0
}
.

Then we have (λi − λj )∨ = e∗
i − e∗

j . The Weyl group W of this root system is
identified with the symmetric group Sn by the action λi �→ λσ(i) of σ ∈ Sn on V .
We can take a positive root system

�+ = {λi − λj | i < j}
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�, for which the corresponding simple root system is given by

$ = {α1, . . . , αn−1}, αi = λi − λi+1 (i = 1, 2, . . . , n − 1).

Therefore, the Dynkin diagram of � is of type (An−1).

Let us introduce several basic notation concerning root systems and Weyl groups.
For i = 1, . . . , l, we define the fundamental weight πi ∈ V by the equation

〈α∨
j , πi〉 = δij . (9.3.12)

We also set

Q =
∑
α∈�

Zα =
l⊕

i=1

Zαi, (9.3.13)

Q+ =
∑

α∈�+
Nα =

l⊕
i=1

Nαi, (9.3.14)

P = {λ ∈ V | 〈α∨, λ〉 ∈ Z (α ∈ �)} =
l⊕

i=1

Zπi, (9.3.15)

P + = {λ ∈ V | 〈α∨, λ〉 ∈ N (α ∈ �+)} =
l⊕

i=1

Nπi. (9.3.16)

Then Q and P are lattices (Z-lattice) in V . We call Q (resp. P ) the root lattice (resp.
weight lattice).

We define a partial ordering � on V by

λ � µ ⇐⇒ λ − µ ∈ Q+. (9.3.17)

By Proposition 9.3.4 (iv) any w ∈ W can be written as

w = si1 · · · · · · sik . (9.3.18)

We denote by l(w) the minimal number k required for such expressions and call it the
length of w. The expression (9.3.18) is called a reduced expression of w if k = l(w).
Let us consider two elements y, w ∈ W . If we have reduced expressions y = sj · · · sjr

and w = si1 · · · sik such that (j1, . . . , jr ) is a subsequence of (i1, . . . , ik), we write
y � w. It defines a partial ordering on W called the Bruhat ordering of W . It is well
known that there exists a unique maximal element w0 (longest element) with respect
to this Bruhat ordering. It is characterized as the unique element of W with the largest
length.

9.4 Semisimple Lie algebras (2)

In this section k denotes an algebraically closed field of characteristic zero.
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According to Theorem 9.3.2 and Theorem 9.3.5 any simple Lie algebras over k

is either a member of the four infinite series Al , Bl , Cl , Dl or of E6, E7, E8, F4,
G2. The simple Lie algebras appearing in the four infinite series can be explicitly
described using matrices as follows:

Al : sll+1(k),

Bl : so2l+1(k),

Cl : sp2l (k),

Dl : so2l (k)

are called simple Lie algebras of classical type. The remaining five simple Lie alge-
bras, called of exceptional type, can also be described by using Cayley algebras or
Jordan algebras. Here, we describe Serre’s construction of general semisimple Lie
algebras by means of generators and fundamental relations. Let g be a semisimple
Lie algebra over k, h its Cartan subalgebra, and � the root system of g with re-
spect to h. We use the notation in Section 9.3 concerning root systems such as �+,
$ = {α1, . . . , αl}. For α, β ∈ � we have

[gα, gβ ] =

⎧⎪⎨⎪⎩
gα+β (α + β ∈ �)

kα∨ (α + β = 0)

0 (α + β 	∈ � ∪ {0}).
Let us set hi = α∨

i ∈ h for i = 1, . . . , l. Then we can take ei ∈ gαi
and fi ∈ g−αi

so
that [ei, fi] = hi . It follows from the commutativity of h that

[hi, hj ] = 0. (9.4.1)

Since ei ∈ gαi
and fi ∈ g−αi

, we also have

[hi, ej ] = aij ej , [hi, fj ] = −aij fj . (9.4.2)

The fact that ±(αi − αj ) /∈ � ∪ {0} for i 	= j implies

[ei, fj ] = δij hi . (9.4.3)

Finally, by the theory of root systems we have ±(αj + (−aij + 1)αi) /∈ � ∪ {0} for
i 	= j , from which we obtain

(ad(ei))
−aij +1(ej ) = 0, (ad(fi))

−aij +1(fj ) = 0 (i 	= j). (9.4.4)

Theorem 9.4.1. The semisimple Lie algebra g is generated by h1, . . . , hl , e1, . . . , el ,
f1, . . . , fl , and it has (9.4.1),…,(9.4.4) as its fundamental relations.

Remark 9.4.2. Note that (9.4.1),…,(9.4.4) are written only in terms of the Cartan
matrix A = (aij ). More generally, a square matrix A = (aij ) with integer entries
satisfying the constraints (9.3.8), (9.3.9) and (9.3.10) is called a generalized Cartan
matrix. The Kac–Moody Lie algebra associated to a generalized Cartan matrix A
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is the Lie algebra g defined by the generators h1, . . . , hl , e1, . . . , el , f1, . . . , fl and
the relations (9.4.1),…,(9.4.4), where aij are the entries of A (more precisely, it is
in fact a quotient of g by a certain ideal r which is conjectured to be 0). The Kac–
Moody Lie algebras are natural generalization of semisimple Lie algebras although
they are infinite dimensional in general. They are important objects that appear in
many branches of contemporary mathematics.

Recall that a semisimple Lie algebra g has a direct sum decomposition (with
respect to the simultaneous eigenspaces of the action of its Cartan subalgebra h):

g = h ⊕
(⊕

α∈�

gα

)
.

Under this decomposition the subspaces

n =
⊕

α∈�+
gα, n− =

⊕
α∈�+

g−α, (9.4.5)

b = h ⊕ n, b− = h ⊕ n− (9.4.6)

turn out to be subalgebras of g. The Lie algebras b and b− are maximal solvable
subalgebras of g. In general any maximal solvable Lie subalgebra of g is called a
Borel subalgebra. It is known that for two Borel subalgebras b1, b2 of g there exists
an automorphism g ∈ Aut(g) such that g(b1) = b2.

Let us give a description of the center z of the universal enveloping algebra U(g).
Since g = n− ⊕ h ⊕ n, it follows from PBW (Theorem 9.1.1) that

U(g) = U(h) ⊕ (n−U(g) + U(g)n). (9.4.7)

In this decomposition U(h) is naturally isomorphic to the symmetric algebra S(h)

because h is abelian. We define the Weyl vector ρ ∈ h∗ by

ρ = 1

2

∑
α∈�+

α (9.4.8)

(it is known that ρ = ∑l
i=1 πi). Let us consider the first projection p : U(g) → U(h)

with respect to the direct sum decomposition (9.4.7) and the automorphism f of
U(h) = S(h) defined by

f (h) = h − ρ(h)1 (h ∈ h).

We denote by γ : z → U(h) the restriction of f ◦ p to z.

Theorem 9.4.3.
(i) The map γ is a homomorphism of associative algebras.

(ii) The homomorphism γ is injective, and its image coincides with the set U(h)W of
W -invariant elements of U(h). (W acts onh. Hence it acts also on U(h) = S(h).)
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(iii) The homomorphism γ does not depend on the choice of �+. In particular,
for the projection p′ : U(g) = U(h) ⊕ (nU(g) + U(g)n−) → U(h) and the
automorphism f ′ of U(h) defined by f ′(h) = h + ρ(h)1 (h ∈ h) we have
γ = f ′ ◦ p′.

We call γ the Harish-Chandra homomorphism.
We note the following fact, which is an easy consequence of the PBW theorem and

z ⊂ {u ∈ U(g) | hu − uh = 0 (∀h ∈ h)}.

Lemma 9.4.4. Let us decompose z ∈ z as z = u1 + u2 by u1 ∈ U(h) and u2 ∈
n−U(g) + U(g)n. Then we have u2 ∈ n−U(g) ∩ U(g)n.

Algebra homomorphisms from z to k are called central characters. For each
λ ∈ h∗ we define a central character χλ : z → k by

χλ(z) = (γ (z))(λ) (z ∈ z), (9.4.9)

where we identify U(h)(� S(h)) with the algebra of polynomial functions on h∗.
The next proposition is a consequence of Theorem 9.4.3.

Proposition 9.4.5.

(i) Any central character coincides with χλ for some λ ∈ h∗.
(ii) χλ = χµ if and only if λ and µ are in the same W -orbit.

9.5 Finite-dimensional representations of semisimple Lie algebras

In this section k is an algebraically closed field of characteristic zero and g denotes a
semisimple Lie algebra over k.

The following theorem is fundamental.

Theorem 9.5.1. Any finite-dimensional representation of g is completely reducible
(i.e., is a direct sum of irreducible representations).

Therefore, main problems in the study of finite-dimensional representations of
semisimple Lie algebras are to classify all irreducible representations and to study
their properties.

For a finite-dimensional representation σ : g → gl(V ) of g set

Vλ = {
v ∈ V | (σ (h))(v) = λ(h)v (h ∈ h)

}
(λ ∈ h∗). (9.5.1)

Then it is known that we have V = ⊕
λ∈h∗Vλ. When Vλ 	= {0}, we say that λ is a

weight of the g-module V . The vector space Vλ is called the weight space of V with
weight λ.
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Theorem 9.5.2.
(i) Let V be a finite-dimensional irreducible g-module. Then there exists a unique

weight λ (resp. µ) that is maximal (resp. minimal) with respect to the partial
ordering (9.3.17) of h∗. We call λ (resp. µ) the highest (resp. lowest) weight of
V . Then we have λ ∈ P +, µ ∈ −P +, and µ = w0(λ), where w0 is the element
of W with the largest length.

(ii) Assume that λ ∈ P + and µ ∈ −P +. Then there exists an irreducible g-module
L+(λ) (resp. L−(µ)) with highest weight λ (resp. lowest weight µ). Such a
g-module is unique up to isomorphisms.

In particular, any weight of a finite-dimensional g-module belongs to the weight
lattice P .

Example 9.5.3. Let us consider the case of g = sl2(k). Set

h =
(

1 0
0 −1

)
, e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
.

Then we get a basis h, e, f of g. The one-dimensional subspace h = kh ⊂ g is a
Cartan subalgebra. Define α ∈ h∗ by α(h) = 2. Then we have⎧⎨⎩� = {±α}, �+ = $ = {α}, W = {±1}

ρ = α

2
, P = Zρ, P + = Nρ.

By the canonical injection g ↪→ gl2(k) we obtain a two-dimensional g-module V .
Using this g-module V we can uniquely define a g-module structure on the symmetric
algebra S(V ) of V by

a · (fg) = (a · f )g + f (a · g) (a ∈ g, f, g ∈ S(V )).

Then the set Sn(V ) of elements of degree n in S(V ) turns out to be a g-submodule.
Moreover, as a g-module we have the following isomorphisms:

L+(nρ) = L−(−nρ) = Sn(V ) (n ∈ N).

For a finite-dimensional g-module V we define its character ch(V ) by

ch(V ) =
∑
λ∈P

(dim Vλ)eλ. (9.5.2)

This is an element of the group algebra Z[P ] = ⊕
λ∈P Zeλ of P .

Theorem 9.5.4 (Weyl’s character formula). For λ ∈ P + and µ ∈ −P + we have

ch(L+(λ)) =
∑

w∈W (−1)l(w)ew(λ+ρ)−ρ∏
α∈�+(1 − e−α)

,

ch(L−(µ)) =
∑

w∈W (−1)l(w)ew(µ−ρ)+ρ∏
α∈�+(1 − eα)

.
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Since L+(0) is a one-dimensional (trivial) representation of g, we have ch(L+(0))

= e0. Hence we get ∏
α∈�+

(1 − e−α) =
∑
w∈W

(−1)l(w)ewρ−ρ (9.5.3)

(Weyl’s denominator formula) by Theorem 9.5.4.

9.6 Algebraic groups and their Lie algebras

In this section k is an algebraically closed field. If an algebraic variety G over k is
endowed with a group structure and its group operations

G × G → G ((g1, g2) �→ g1g2),

G → G (g �→ g−1)

are morphisms of algebraic varieties, then we call G an algebraic group over k.
For two algebraic groups G1 and G2 a morphism f : G1 → G2 of algebraic

varieties which is also a group homomorphism is called a homomorphism of algebraic
groups.

The additive group k and the multiplicative group k× of k are obviously algebraic
groups. They are denoted by Ga and Gm, respectively, when they are regarded as
algebraic groups. Abelian varieties and the general linear group

GLn(k) = {g ∈ Mn(k) | det(g) ∈ k×} (9.6.1)

= Spec k[xij , det(xij )−1]
are also basic examples of algebraic groups.

It is known that an algebraic group G is affine if and only if it is isomorphic to
a closed subgroup of GLn(k) for some n. In this case we call G a linear algebraic
group. Note that Ga and Gm are linear algebraic groups by

Ga ↪→ GL2(k)

(
a �→

(
1 a

0 1

))
, Gm � GL1(k).

In this book we are only concerned with linear algebraic groups. It is known that
any algebraic group is an extension of an abelian variety by a linear algebraic group
(Chevalley–Rosenlicht’s theorem).

We can define the Lie algebra Lie(G) of an algebraic group G similarly to the
case of Lie groups as follows. For g ∈ G we define the left translation lg : G → G

and the right translation rg : G → G by lg(x) = gx and rg(x) = xg, respectively.
We denote their derivations at x ∈ G by

(dlg)x : TxG → Tlg(x)G, (drg)x : TxG → Trg(x)G,
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where TxG denotes the tangent space G at x. A vector field Z on G is said to be
left-invariant (resp. right-invariant) if for any g, x ∈ G the condition

(dlg)x(Zx) = Zlg(x) (resp. (drg)x(Zx) = Zrg(x))

is satisfied. We denote the vector space of left-invariant (resp. right-invariant) vector
fields on G by Lie(G)l (resp. Lie(G)r ). These are Lie algebras by the Lie bracket
operation

[Z1, Z2](f ) = Z1(Z2(f )) − Z2(Z1(f ))

(Z1, Z2 are vector fields and f ∈ OG).

Define linear maps ϕl : Lie(G)l → TeG and ϕr : Lie(G)r → TeG by

ϕl(Z) = Ze, ϕr(Z) = Ze.

Then ϕl and ϕr are isomorphisms of vector spaces, and −ϕ−1
r ◦ ϕl is an isomorphism

of Lie algebras. The Lie algebra Lie(G)l
∼= Lie(G)r defined in this way is called the

Lie algebra of G and denoted by Lie(G).
We will occasionally identify Lie(G) with Lie(G)l or Lie(G)r . Whenever we

use the identification of Lie(G) with invariant vector fields, we will always specify
whether the invariance is the left or right one. Identifying Te(GLn(k)) with Mn(k) =
gln(k) we see that ϕl : Lie(GLn(k)) = Lie(GLn(k))l → gln(k) is an isomorphism of
Lie algebras. We will identify Lie(GLn(k)) with gln(k) through ϕl in the following.
In general, the Lie algebra Lie(H)l of a closed subgroup H of G is identified with
the subalgebra {Z ∈ Lie(G)l | Ze ∈ TeH } of Lie(G)l . In particular, an embedding
of G into GLn(k) gives an identification of Lie(G) as a subalgebra of gln(k). For a
homomorphism f : G1 → G2 of algebraic groups we obtain as the composite of

Lie(G1) = Lie(G1)l

ϕl−→∼ TeG1
(df )e−→ TeG2

ϕl∼←− Lie(G2)l = Lie(G2)

a homomorphism
df : Lie(G1) → Lie(G2) (9.6.2)

of Lie algebras. Hence the operation Lie(•) defines a functor from the category of
algebraic groups to that of Lie algebras. Let V be a finite-dimensional vector space
over k. A homomorphism of algebraic groups

σ : G → GL(V ) (9.6.3)

is called a representation of G. In this case we also say that V is a G-module. By
differentiating σ we get a representation

dσ : Lie(G) → gl(V ) (9.6.4)

of the Lie algebra Lie(G) This defines a functor from the category of G-modules to
that of Lie(G)-modules. More generally, assume that we are given a homomorphism
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(9.6.3) of abstract groups, where V is a (not necessarily finite-dimensional) vector
space. Then we say that V is a G-module if there exists a family V λ (λ ∈ �) of
finite-dimensional G-invariant subspaces of V satisfying the properties:

V =
∑
λ∈�

V λ, (9.6.5)

G → GL(V λ) is a homomorphism of algebraic groups. (9.6.6)

In this case we also have the associated Lie algebra homomorphism (9.6.4).
For g ∈ G define an automorphism ig : G → G by ig(x) = gxg−1 and set

Ad(g) = dig ∈ GL(Lie(G)). (9.6.7)

Then
Ad : G → GL(Lie(G)) (9.6.8)

is a representation of G. We call it the adjoint representation of G. The associated
Lie algebra homomorphism

d(Ad) : Lie(G) → Lie(GL(Lie(G)))(= gl(Lie(G)))

coincides with the adjoint representation (9.2.2) of the Lie algebra Lie(G). When G

is a closed subgroup of GLn(k), the adjoint representation of G on Lie(G)(⊂ gln(k))

is described by matrices as follows:

Ad(g)x = gxg−1 (g ∈ G, x ∈ Lie(G)). (9.6.9)

9.7 Semisimple algebraic groups

In this section k is an algebraically closed field.
A matrix g ∈ GLn(k) is said to be semisimple if it is diagonalizable. We also

say that g ∈ GLn(k) is unipotent if all of its eigenvalues are 1. According to the
theory of Jordan normal forms any matrix g ∈ GLn(k) can be uniquely decomposed
as follows: {

g = su (s, u ∈ GLn(k))

s: semisimple, u: unipotent and su = us.
(9.7.1)

This decomposition is called the Jordan decomposition.
Let G be a linear algebraic group over k and fix an embedding of G into GLn(k).

It is known that in the decomposition (9.7.1) of an element g ∈ G inside the general
linear group GLn(k) we have s, u ∈ G. It is also known that the decomposition g =
su does not depend on the choice of an embedding of G into a general linear group.
Therefore, we can define the notions of semisimple elements, unipotent elements and
Jordan decompositions also for any linear algebraic group G. These notions are
preserved by homomorphisms of linear algebraic groups.
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For a linear algebraic group G there exists among all connected solvable normal
closed subgroups of G a unique maximal one R(G), called the radical of G. The
unipotent elements in R(G) form a connected normal closed subgroup Ru(G) of G,
and is called the unipotent radical of G. We say that G is semisimple (resp. reductive)
if R(G) = {1} (resp. Ru(G) = {1}).
Example 9.7.1. The general linear group GLn(k) is reductive and its radical
R(GLn(k)) is the subgroup consisting of scalar matrices. The following closed
subgroups of GLn(k) are semisimple (except the case of n = 2 in (9.7.3)):

SLn(k) = {g ∈ GLn(k) | det(g) = 1}, (9.7.2)

SOn(k) = {g ∈ SLn(k) | t gg = 1}, (9.7.3)

Sp2m(k) = {g ∈ GL2m(k) | t gJg = J } (n = 2m), (9.7.4)

where the matrix J was defined by (9.1.8). In these cases we have Lie(SLn(k)) =
sln(k), Lie(SOn(k)) = son(k) and Lie(Sp2m(k)) = sp2m(k).

A direct product of finitely many copies of the multiplicative group Gm is called
a torus. Any reductive algebraic group is “almost isomorphic to’’ a direct product
of a torus and a semisimple algebraic group. Hence the essential part of the theory
of reductive algebraic groups is played by semisimple ones. It is sometimes more
convenient to develop the theory in the framework of reductive algebraic groups
rather than just dealing with semisimple ones; however, we mainly restrict ourselves
to the case of semisimple algebraic groups in order to simplify notation.

From now on we denote by G a connected semisimple algebraic group over k and
set g = Lie(G).

Maximal elements among the closed subgroups of G, which is isomorphic to a
torus, is called a maximal torus of G.

Theorem 9.7.2. For two maximal tori H1 and H2 of G there exists some g ∈ G such
that gH1g−1 = H2.

In what follows we fix a maximal torus H of G and set h = Lie(H). Let
NG(H) (resp. ZG(H)) be the normalizer (resp. centralizer) of H in G. Then we have
ZG(H) = H and

W = NG(H)/H (9.7.5)

turns out to be a finite group. This group W naturally acts on H . Since H is isomorphic
to a direct sum of copies of Gm, the character group

L = Hom(H, k×) (9.7.6)

is a free abelian group of rank dim H . Set

LQ = Q ⊗Z L (9.7.7)

and regard L as an additive subgroup of the Q-vector space LQ. In order to avoid
confusion we denote by eλ the character of H which corresponds to λ ∈ L ⊂ LQ.
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Since H is a torus, any representation of H is a direct sum of one-dimensional
representations. Equivalently, for an H -module V we have

V =
⊕
λ∈L

Vλ, (9.7.8)

where
Vλ = {v ∈ V | h · v = eλ(h)v (h ∈ H)} (λ ∈ L). (9.7.9)

By applying this to the restriction of the adjoint representation Ad : G → GL(g) to
H , we have

g =
⊕
λ∈L

gλ, (9.7.10)

where

gλ = {x ∈ g | Ad(h)x = eλ(h)x (h ∈ H)} (λ ∈ L). (9.7.11)

We define a finite subset � of L by

� = {α ∈ L | α 	= 0, gα 	= {0}}. (9.7.12)

Theorem 9.7.3.
(i) g0 = h.

(ii) For any α ∈ � we have dim gα = 1.
(iii) The set � is a root system in the Q-vector space LQ, and W is naturally identified

with the Weyl group of � (W acts on L, and hence on LQ).

(iv) If P and Q are the weight lattice and the root lattice of � (see Section 9.3),

respectively, then we have Q ⊂ L ⊂ P .

We call � the root system (with respect to H ) of G. The pair (�, L) is called the
root datum (with respect to H ) of G. By Theorem 9.7.2 the pair (�, L) is uniquely
determined up to isomorphisms regardless of the choice of H .

Example 9.7.4. Let G = SLn(k). Set

d(a1, . . . , an) =

⎛⎜⎜⎜⎝
a1 0

. . .

0 an

⎞⎟⎟⎟⎠ .

Then the closed subgroup

H =
{

d(a1, . . . , an)

∣∣∣ ai ∈ k×,

n∏
i=1

ai = 1

}
∼= (k×)n−1

of G is a maximal torus of G. In this case, the normalizer NG(H) of H in G is the
subgroup consisting of matrices so that each column and each row contains exactly
one non-zero entry. Namely, we have
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NG(H) =
{

(aiδiσ (j))i,j=1,...,n

∣∣∣∣ σ ∈ Sn, ai ∈ k×,

(
n∏

i=1

ai

)
sgn(σ ) = 1

}
.

Therefore, the Weyl group W = NG(H)/H is isomorphic to Sn by (aiδiσ (j))H ↔ σ .

Let us define, for i = 1, . . . , n, a character λi of H by

eλi (d(a1, . . . , an)) = ai.

Then we have an isomorphism(
n⊕

i=1

Zei

) /
Z

(
n∑

i=1

ei

)
∼←→ L =

n∑
i=1

Zλi (ei ↔ λi).

We can also easily see that

� = {λi − λj | i 	= j}.

This is the root system of type (An−1). Moreover, L = P holds.

The action of W = Sn on H is given by

σ(d(a1, . . . , an)) = d(aσ−1(1), . . . , aσ−1(n)),

and we have

σ(λi) = λσ(i).

Example 9.7.5. In the following examples, white circles 
(resp. black dots �) are
the points in the root lattice Q (resp. the weight lattice P ).

(i) G = SL2(C)

� � � � � � �� � �
λ2 − λ1 λ2 0 λ1

ρ = π1 α1

λ1 − λ2

� = {λ1 − λ2, λ2 − λ1} ⊃ �+ = {α1 := λ1 − λ2}
=⇒ ρ = 1

2

∑
α∈�+

α = 1

2
α1 = π1.
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(ii) G = SL3(C)
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� = {λi − λj | i 	= j}
⊃ �+ = {α1 := λ1 − λ2, α2 := λ2 − λ3, α1 + α2 = λ1 − λ3}
=⇒ ρ = 1

2

∑
α∈�+

α = α1 + α2 = π1 + π2.

Although Q ⊂ P , there is no inclusion relation between Q+ and P+ in this case
as we see in the following figure:
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Theorem 9.7.6. Let � be a root system and P (resp. Q) the weight lattice (resp. root
lattice) of �. We take an arbitrary subgroup L of P which contains Q. Then there
exists uniquely up to isomorphism a connected semisimple algebraic group G(�, L)

over k whose root datum is isomorphic to (�, L). Moreover, G(�, L) contains no
non-trivial connected normal closed subgroup if and only if the root system � is
irreducible.

For example, if � is of type (An−1), then P/Q � Z/nZ and the number of
subgroups L in P containing Q coincides with that of divisors of n.

For G = G(�, L) the subgroup Ad(G) of Aut(g) is the identity component
subgroup of Aut(g) and is isomorphic to G(�, Q). Therefore, we call G(�, Q) the
adjoint group of the root system �. When k = C, the fundamental group of G(�, L)

with respect to the classical topology is isomorphic to P/L. In particular, G(�, P )

is simply connected if k = C. For this reason we call G(�, P ) the simply connected
(and connected) semisimple algebraic group associated to the root system � even
when k is a general algebraically closed field.

Finally, we explain the relation between semisimple algebraic groups and semisim-
ple Lie algebras. If k is a field of characteristic zero, then g = Lie(G) is a
semisimple Lie algebra, and h = Lie(H) is its Cartan subalgebra. Hence Theo-
rems 9.7.2, 9.7.3, 9.7.6 correspond to Theorem 9.2.4, 9.2.5, 9.3.2, respectively (The-
orem 9.2.4 holds even if we replace Aut(g) with Ad(G)). We assumed that the base
field k is of characteristic zero in the case of semisimple Lie algebras; however, in the
case of semisimple algebraic groups this assumption is not necessary. So we have a
larger class of objects of study in the theory of semisimple algebraic groups. We note
that the classification of semisimple Lie algebras over fields of positive characteristics
is different from the classification in the case of characteristic zero.

9.8 Representations of semisimple algebraic groups

Let G be a semisimple algebraic group over an algebraically closed field k and let H

be a maximal torus of G. Set g = Lie(G) and h = Lie(H). We denote by (�, L)

the root datum of G with respect to H . We fix a positive root system �+ in � and
use the notation in Section 9.3.

For a representation σ : G → GL(V ) of G we consider the direct sum decom-
position (9.7.8), (9.7.9) of V as an H -module. We say that λ ∈ L is a weight of the
G-module V if Vλ 	= {0}.
Theorem 9.8.1.

(i) Let V be a finite-dimensional irreducible G-module. Then there exists a unique
weight λ (resp. µ) of V which is maximal (resp. minimal) with respect to the
partial ordering (9.3.17) (λ and µ are called the highest weight and the lowest
weight of V , respectively). Moreover, we have λ ∈ L ∩ P +, µ ∈ L ∩ (−P +)

and µ = w0(λ).
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(ii) Assume that λ ∈ L ∩ P + and µ ∈ L ∩ (−P +). Then there exists uniquely up
to isomorphisms an irreducible G-module L+(λ) (resp. L−(µ)) whose highest
(resp. lowest) weight is λ (resp. µ).

This theorem corresponds to Theorem 9.5.2. However, an analogue of Theo-
rem 9.5.1 is true only for base fields of characteristic zero.

Theorem 9.8.2. Assume that the characteristic of k is zero. Then any G-module is
completely reducible.

The corresponding problem in positive characteristics is related to Mumford’s
conjecture (Haboush’s theorem).

Example 9.8.3. Let G = SL2(k). Then the subgroup

H =
{(

a 0
0 a−1

) ∣∣∣∣ a ∈ k×
}

is a maximal torus of G. Define a character ρ ∈ L by

eρ

((
a 0
0 a−1

))
= a

and set α = 2ρ. Then we have{
� = {±α}, �+ = $ = {α}, W = {±1}
L = P = Zρ, P + = Nρ.

Let V be the two-dimensional G-module given by the natural embedding of G into
GL2(k). The action of G on V is extended to the action on the symmetric algebra
S(V ) of V , and the set Sn(V ) of elements of degree n turns out to be a G-module. If
k is a field of characteristic zero, we have the isomorphisms

L+(nρ) = L−(−nρ) = Sn(V ) (n ∈ N)

of G-modules. For a field k of positive characteristic, the G-module Sn(V ) is not
always irreducible and L+(nρ) = L−(−nρ) is a G-submodule of Sn(V ).

For a finite-dimensional representation σ : G → GL(V ) of G we define its
character by

ch(V ) =
∑
λ∈L

(dim Vλ)eλ. (9.8.1)

We can regard ch(V ) as a function on H or as an element of the group algebra of
L. Indeed, the coordinate ring k[H ] of H is a vector space spanned by the elements
{eλ}λ∈L. If we regard the character ch(V ) as a function on H , we have obviously

Tr(σ (h)) = (ch(V ))(h) (h ∈ H). (9.8.2)

Since the trace Tr(σ (g)) is a class function on G and
⋃

x∈G xHx−1 is dense in G,
the character Tr(σ (g)) (in the original sense) is completely determined by ch(V ).
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Theorem 9.8.4. Assume that the characteristic of k is zero. For λ ∈ L∩P + and µ ∈
L ∩ (−P +) the g-modules associated to the G-modules L+(λ) and L−(µ) coincide
(see (9.6.4)) with L+(λ) and L−(µ) in Section 9.5, respectively. Consequently we
obtain

ch(L+(λ)) =
∑

w∈W (−1)l(w)ew(λ+ρ)−ρ∏
α∈�+(1 − e−α)

,

ch(L−(µ)) =
∑

w∈W (−1)l(w)ew(µ−ρ)+ρ∏
α∈�+(1 − eα)

.

As we see from Example 9.8.3, the character formula in the case of positive
characteristics cannot be expressed as in the theorem above. The character formula
for fields of positive characteristics was a long-standing problem, and there was a
significant progress on it in the 1990s (see the last part of the introduction).

9.9 Flag manifolds

In this section we follow the notation in Section 9.8. It is known that there exist
closed connected subgroups B and B− of G satisfying the conditions

Lie(B) = h ⊕
⎛⎝⊕

α∈�+
gα

⎞⎠ , (9.9.1)

Lie(B−) = h ⊕
⎛⎝⊕

α∈�+
g−α

⎞⎠ . (9.9.2)

Set N = Ru(B) and N− = Ru(B−). Then we have

Lie(N) =
⊕

α∈�+
gα, (9.9.3)

Lie(N−) =
⊕

α∈�+
g−α, (9.9.4)

B = HN, H ∩ N = {1}, (9.9.5)

B− = HN−, H ∩ N− = {1}. (9.9.6)

We say that a subgroup of G is a Borel subgroup if it is maximal in the family of
connected solvable closed subgroups of G. The subgroups B and B− of G are Borel
subgroups. If the characteristic of k is zero, then the Lie algebra of a Borel subgroup
is a Borel subalgebra of g.

Theorem 9.9.1.
(i) For any pair B1 and B2 of Borel subgroups of G, there exists an element g ∈ G

such that gB1g−1 = B2.
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(ii) The normalizer of a Borel subgroup B of G is B itself.

Denote by X the set of all Borel subgroups of G (if k is a field of characteristic
zero, X can be identified with the set of Borel subalgebras of g). The group G acts
on X by conjugation. Then for a Borel subgroup B ∈ X the stabilizer of B in G is B

itself by Theorem 9.9.1. Thus we obtain a bijection

X
∼←− G/B. (9.9.7)

In general, the homogeneous space K/K ′ obtained from an algebraic group K and a
closed subgroup K ′ of K is also an algebraic variety. So the above set X has a natural
structure of an algebraic variety. We call X the flag variety (or the flag manifold) of
G. For g ∈ G the morphism N− → G/B (n �→ gnB) is an open embedding, and the
flag variety X is covered by the open subsets gN−B/B ⊂ X which are isomorphic
to N− � k|�+|:

X =
⋃
g∈G

gN−B/B. (9.9.8)

Theorem 9.9.2. The flag variety X is a projective variety.

Example 9.9.3. Let G = SLn(k). If we choose the positive root system �+ =
{λi − λj | i < j} in Example 9.7.4, then we get

B =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝

a1 *
. . .

0 an

⎞⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣

n∏
i=1

ai = 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,

B− =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝

a1 0
. . .

* an

⎞⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣

n∏
i=1

ai = 1

⎫⎪⎪⎪⎬⎪⎪⎪⎭ .

In this case, N (resp. N−) is the subgroup of G consisting of upper (resp. lower)
triangular matrices whose diagonal entries are 1. Moreover, the flag manifold X =
G/B can be identified with the set of flags in kn:{

(Vi)
n
i=0 | Vi is an i-dimensional subspace of kn, Vi ⊂ Vi+1

}
.

Indeed, consider the natural action of G on the set of flags in kn. Then the stabilizer
of the reference flag (V 0

i )n
i=0 defined by

V 0
i = ke1 ⊕ · · · ⊕ kei (e1, . . . , en are the unit vectors of kn)

coincides with B. If n = 2, then X = P1 and the action of G = SL2(k) on the flag
manifold X = P1 is given by the linear fractional (Möbius) transformation
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a b

c d

)
· (z) =

(
az + b

cz + d

)
,((

a b

c d

)
∈ SL2(k), (z) ∈ P1 = k ∪ {∞}

)
.

The double coset decomposition of G by B is given by the following theorem
(the Bruhat decomposition).

Theorem 9.9.4. G =
∐

w∈W

BwB (more precisely, for each w ∈ W = NG(H)/H we

choose a representative ẇ ∈ NG(H) of w and consider the double coset BẇB. Since
BẇB is independent of the choice of a representative ẇ of w, we simply denote it
by BwB).

Hence, if we set

Xw = BwB/B ⊂ X (9.9.9)

for w ∈ W , then we have

X =
∐

w∈W

Xw (9.9.10)

Theorem 9.9.5.

(i) For any w ∈ W Xw is a locally closed submanifold of X. Furthermore, Xw is
isomorphic to kl(w) (l(w) is the length of w defined in Section 9.3).

(ii) The closure Xw of Xw in X coincides with
∐
y�w

Xy (here � is the Bruhat ordering

defined in Section 9.3).

We call Xw (resp. Xw) a Schubert cell (resp. a Schubert variety).

Example 9.9.6. Let G = SLn(k) and let us follow the notation in Examples 9.7.4
and 9.9.3. Then for σ ∈ Sn = W we have

Xσ = {(Vi) ∈ X | dim(Vj ∩ V 0
i ) = #(σ [1, j ] ∩ [1, i]) (i, j = 1, . . . , n)}

= {(Vi) ∈ X | dim Im(Vj → kn/V 0
i ) = #(σ [1, j ] ∩ [i + 1, n])(i, j = 1, . . . , n)}

=
{

(Vi) ∈ X

∣∣∣∣ dim
Im(Vj → kn/V 0

i )

Im(Vj−1 → kn/V 0
i )

=
(

1 i < σ(j)

0 i � σ(j)
(j = 1, . . . , n)

}
,

where [1, j ] = {1, 2, . . . , j}, [j + 1, n] = {j + 1, j + 2, . . . , n}. Furthermore, for a
given g = (gij ) ∈ G, we can determine the Schubert cell Xσ which contains the point
gB by the following procedure. Define a sequence (i1, . . . , in) of natural numbers
inductively by the following rules:
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(i) i1 is the largest number such that gi11 	= 0.
(ii) If the numbers i1, . . . , ir−1 are given, then ir is the largest number such that

det(gipq)p,q=1,...,r 	= 0.

Then we get g ∈ BσB, where σ ∈ Sn is given by σ(r) = ir .

9.10 Equivariant vector bundles

In this section G denotes any linear algebraic group over an algebraically closed field
k. Assume that we are given an algebraic variety X over k endowed with an algebraic
G-action.

Definition 9.10.1. Let V → X be an algebraic vector bundle on X. We say that V is
a G-equivariant vector bundle if we are given an action of the algebraic group G on
the algebraic variety V satisfying the following condition:

For g ∈ G, x ∈ X, we have g(Vx) = Vgx, (9.10.1)

and g : Vx → Vgx is a linear isomorphism,

where Vx denotes the fiber of V at x ∈ X.

For a vector bundle V → X (of finite rank) on X denote by OX(V ) the sheaf
of OX-modules consisting of algebraic sections of V . Then the correspondence
V �→ OX(V ) gives an equivalence of categories:

vector bundles on X −→∼ locally free OX-modules of finite rank .

Let us interpret the notion of equivariant vector bundles in the language of OX-
modules.

Notation 9.10.2.

m : G × G → G, m(g1, g2) = g1g2, (9.10.2)

σ : G × X → X, σ(g, x) = gx, (9.10.3)

p2 : G × X → X, p2(g, x) = x, (9.10.4)

p23 : G × G × X → G × X, p23(g1, g2, x) = (g2, x), (9.10.5)

f1 : G × G × X → X, f1(g1, g2, x) = x, (9.10.6)

f2 : G × G × X → X, f2(g1, g2, x) = g2x, (9.10.7)

f3 : G × G × X → X, f3(g1, g2, x) = g1g2x, (9.10.8)

Definition 9.10.3. Assume that V is a locally free OX-module of finite rank. We say
that V is G-equivariant if we are given an isomorphism

ϕ : p∗
2V ∼−→ σ ∗V (9.10.9)
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of OG×X-modules for which the following diagram is commutative:

f ∗
3 V = (1G × σ)∗σ ∗V

||
(m × 1X)σ ∗V

f ∗
1 V = p∗

23p∗
2V

(m × 1X)∗p∗
2V (1G × σ)∗p∗

2V
||||

(m×1X)∗ϕ

(1G×σ)∗ϕ

p∗
23ϕ

�

�

�
�

�
�

�
�

�
���

p∗
23σ ∗V = f ∗

2 V

(9.10.10)

The commutativity of (9.10.10) is called the cocycle condition.

Note that giving a G-equivariant structure on V is equivalent to giving a G-
equivariant structure on the corresponding OX-module V = OX(V ). Indeed, we
obtain an isomorphism Vx

∼−→ Vgx from (9.10.9) by taking the fibers at (g, x) ∈
G × X, ant it gives the action of g ∈ G on V .

Hereafter V is a G-equivariant vector bundle on X and we set V = OX(V ). Then
we get a natural linear G-action on the vector space �(X, V) by

(gs)(x) = g(s(g−1x)) (g ∈ G, x ∈ X, s ∈ �(X, V)). (9.10.11)

In terms of the G-equivariant structure on V , it can be described as follows. By
(9.10.9) we obtain an isomorphism

�(G × X, p∗
2V) −→∼ �(G × X, σ ∗V). (9.10.12)

If we denote the coordinate ring of G by k[G] (since G is a linear algebraic group, G

is affine), we have

�(G × X, p∗
2V) = �(G × X, OG � V) = k[G] ⊗ �(X, V). (9.10.13)

Now consider the morphisms εi : G×X
∼−→ G×X (i = 1, 2) defined by ε1(g, x) =

(g, gx), ε2(g, x) = (g, g−1x). Then ε1 = ε−1
2 , p2 ◦ ε1 = σ and

�(G × X, σ ∗V) = �(G × X, ε∗
1p∗

2V) (9.10.14)

= �(G × X, ε2∗p∗
2V)

= �(G × X, p∗
2V)

= k[G] ⊗ �(X, V).

Therefore, by combining this with (9.10.12) we get

k[G] ⊗ �(X, V) −→∼ k[G] ⊗ �(X, V). (9.10.15)
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If we restrict it to �(X, V) = 1 ⊗ �(X, V), we finally obtain a linear map

ϕ̃ : �(X, V) → k[G] ⊗ �(X, V). (9.10.16)

Assume that the image of s ∈ �(X, V) by ϕ̃ is given by

ϕ̃(s) =
∑

i

fi ⊗ si (fi ∈ k[G] and si ∈ �(X, V)).

Then the G-action (9.10.11) on �(X, V) is given by

gs =
∑

i

fi(g)si (g ∈ G).

In particular, this G-action is algebraic.
Replacing �(G × X, •), �(X, •) with Hi(G × X, •), Hi(X, •), respectively, in

the above arguments, we obtain a linear map

ϕ̃ : Hi(X, V) → k[G] ⊗ Hi(X, V) (9.10.17)

similarly (since G is affine, we have Hi(G, OG) = 0 for i > 0). Thus the cohomology
groups Hi(X, V) are also endowed with structures of G-modules in the sense of
Section 9.6. Indeed, the cocycle condition (9.10.10) implies that it actually gives an
action of the group G, and the algebraicity of this action follows from (9.10.17).

The construction of representations via equivariant vector bundles explained
above is a fundamental technique in representation theory.

9.11 The Borel–Weil–Bott theorem

In this section G is a connected semisimple algebraic group over k and X denotes its
flag variety. We will follow the notation of Sections 9.8 and 9.9.

For a G-equivariant vector bundle V on X = G/B its fiber VB of V at B ∈ G/B

is a B-module. Conversely, for any finite-dimensional B-module U we can construct
a G-equivariant vector bundle V on X such that VB = U as follows. Consider the
locally free B-action on the trivial vector bundle G × U on G given by

b · (g, u) = (gb−1, bu) (b ∈ B, (g, u) ∈ G × U). (9.11.1)

Then the quotient space V = B\(G × U) obtained by this action is an algebraic
vector bundle on X = G/B. Indeed, we can show that it is locally trivial by using
the affine covering of X in (9.9.8). Moreover, the action of G on G × U given by

g1 : (g, u) �→ (g1g, u) (g1 ∈ G, (g, u) ∈ G × U)

induces an action of G on V for which V turns out to be a G-equivariant vector
bundle on X with VB = U . This G-equivariant vector bundle V is denoted by
�(U). W have obtained a one-to-one correspondence between G-equivariant vector
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bundles on X and finite-dimensional B-modules. In particular, a G-equivariant line
bundle on X corresponds to a one-dimensional B-module. Since the actions of
the unipotent radical N = Ru(B) of B on one-dimensional B-modules are trivial
(Jordan decompositions are preserved by homomorphisms of algebraic groups), G-
equivariant line bundles on X correspond to characters λ ∈ L of H = B/N . For
a character λ ∈ L we denote the corresponding G-equivariant line bundle on X by
�(λ) and set L(λ) = OX(�(λ)).

Example 9.11.1. Let G = SL2(k). Then X = P1 = k ∪ {∞} and L = P = Zρ as
we have already seen in Example 9.9.3. We can easily see that

L(nρ) = OP1(−n), (9.11.2)

where OP1(−n) is Serre’s twisted sheaf. Let us consider the two open subsets U1 = k,
U2 = k× ∪ {∞} ∼= k of X and take a natural coordinate (z) (resp. x = 1/z) of U1
(resp. U2). Then the line bundle �(nρ) can be obtained by gluing the two trivial line
bundles U1 × k and U2 × k (on U1 and U2, respectively) by the identification

(z, u) = (x, v) ⇐⇒ x = 1

z
, v = x−nu. (9.11.3)

The action of G on �(nρ) is given by(
a b

c d

)
· (z, u) =

(
az + b

cz + d
, (cz + d)nu

)
. (9.11.4)

Note that each cohomology group Hi(X, L(λ)) is finite dimensional because X

is a projective variety. In order to describe the G-module structure of Hi(X, L(λ))

let us introduce some notation. First set

Psing = {λ ∈ P | ∃α ∈ � such that 〈λ − ρ, α∨〉 = 0}, (9.11.5)

Preg = P \ Psing.

We define a shifted action of W on P by

w�λ = w(λ − ρ) + ρ (w ∈ W, λ ∈ P). (9.11.6)

Then W�(Psing) = Psing and we see that the anti-dominant part −P + of P is a
fundamental domain with respect to this shifted action (9.11.6) of W on Preg.

Theorem 9.11.2. Let λ ∈ L(⊂ P). Then we have

(i) If 〈λ, α∨〉 � 0 for any α ∈ �+ (i.e., λ ∈ −P +), then the line bundle L(λ) is
generated by global sections. Namely, the natural morphism

OX ⊗k �(X, L(λ)) → L(λ)

is surjective.
(ii) The line bundle L(λ) is ample if and only of 〈λ, α∨〉 < 0 for any α ∈ �+.
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(iii) Assume that the characteristic of k is zero.
(a) If λ ∈ Psing, then Hi(X, L(λ)) = 0 (i � 0).

(b) Let λ ∈ Preg and take w ∈ W such that w�λ ∈ −P +. Then we have

Hi(X, L(λ)) =
{

L−(w�λ) (i = l(w))

0 (i 	= l(w)).

It is an open problem to determine the G-module structures of Hi(X, L(λ)) for
fields of positive characteristics.



10

Conjugacy Classes of Semisimple Lie Algebras

In this chapter we discuss conjugacy classes in semisimple Lie algebras using the
theory of invariant polynomials for the adjoint representations. In particular, we will
give a parametrization of conjugacy classes and present certain geometric properties
of them. Those results will be used in the next chapter to establish the Beilinson–
Bernstein correspondence.

In the rest of this book we will always work over the complex number field C al-
though the arguments below work over any algebraically closed field of characteristic
zero except for certain points where the Riemann–Hilbert correspondence is used.

We denote by G a connected, simply connected, semisimple algebraic group over
C and fix a maximal torus H of G. We set g = Lie(G) and h = Lie(H). We denote
by � the root system of G with respect to H and fix a positive root system �+. We
also use the notation in Chapter 9. For example, B stands for the Borel subgroup of
G such that Lie(B) = h ⊕ (

⊕
α∈�+ gα) and we denote the flag variety G/B by X.

This notation will be fixed until the end of this book.

10.1 The theory of invariant polynomials

Let K be a group acting linearly on a vector space V . Then K acts also on the space
C[V ] of polynomial functions on V :

(k · f )(v) = f (k−1v) (k ∈ K, f ∈ C[V ], v ∈ V ). (10.1.1)

The polynomials belonging to

C[V ]K := {f ∈ C[V ] | k · f = f (k ∈ K)} (10.1.2)

are called invariant polynomials. The set C[V ]K of all invariant polynomials is a
subring of C[V ], and is called the invariant polynomial ring. The aim of the theory of
invariant polynomials is to study the structure of the invariant polynomial rings C[V ]K
for various K’s and V ’s. Note that the ring C[V ]K is not necessarily finitely generated
as a C-algebra (Nagata’s counterexample to Hilbert’s 14th problem). However, if the
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group K is reductive, the ring C[V ]K is finitely generated and hence, the theory
of invariant polynomials is reduced to the geometric study of the quotient algebraic
variety

K\V := Spec C[V ]K. (10.1.3)

If K is a finite group, then K\V coincides with the set-theoretical quotient of V ;
however, for a general group K , distinct orbits may correspond to the same point in
K\V .

In what follows, we study the structure of the invariant polynomial ring C[g]G
with respect to the adjoint representation Ad : G → GL(g) of G. The following
theorem is fundamental.

Theorem 10.1.1 (Chevalley’s restriction theorem). The restriction of the natural
map C[g] → C[h] to C[g]G :

rest : C[g]G → C[h] (10.1.4)

is injective, and its image coincides with the invariant polynomial ring C[h]W with
respect to the action of the Weyl group W on h.

Proof. First, let us prove the injectivity of the map rest. Let f ∈ Ker(rest). Then
it follows from f |h = 0 that f |Ad(G)h = 0 by f ∈ C[g]G. Hence it is sufficient
to show that Ad(G)h is dense in g. Note that Ad(G)h coincides with the image
of the morphism ϕ : G/H × h → g given by ϕ(gH, h) = Ad(g)h. Hence by
dim(G/H×h) = dim gwe have only to prove that the tangent map dϕ of ϕ at (eH, h0)

is an isomorphism for some h0 ∈ h. Under the identifications TeH (G/H) = g/h,
Th0(h) = h, Th0(g) = g the map dϕ : g/h × h → g is given by

dϕ(x, h) = [x, h0] + h. (x ∈ g, h ∈ h).

Hence, if we take h0 ∈ h satisfying α(h0) 	= 0 for any α ∈ �, then dϕ : g/h×h → g
is an isomorphism. The proof of the injectivity of rest is complete.

Let us show Im(rest) ⊂ C[h]W . Recall that W = NG(H)/H . For f ∈ C[g] and
a representative ẇ of w ∈ W in NG(H) we have ẇ · f |h = w · (f |h), and hence
rest(f ) ∈ C[h]W for any f ∈ C[g]G.

We finally prove the converse Im(rest) ⊃ C[h]W . Recall that finite-dimensional
irreducible representations of g are parameterized by P + (Section 9.5). Denote the
irreducible representation with highest weight λ ∈ P + by σλ : g → gl(L+(λ)),
and for each natural number m define a polynomial fλ,m ∈ C[g] by fλ,m(x) =
Tr(σλ(x)m). Then we have obviously fλ,m ∈ C[g]G. Therefore, it suffices to show
that the set {rest(fλ,m) | λ ∈ P +, m ∈ N} spans C[h]W . Note that rest(fλ,m) can be
obtained from the character ch(L+(λ)) ∈ Z[P ]W ⊂ C[P ]W of L+(λ) by

ch(L+(λ)) =
∑
µ

aµλeµ =⇒ rest(fλ,m) =
∑
µ

aµλµm. (10.1.5)

Denote the set of homogeneous polynomials of degree m on h by C[h]m. Then we
have C[h] = ⊕∞

m=0 C[h]m, and its completion (the ring of formal power series on h)
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is given by C[[h]] = ∏∞
m=0 C[h]m. We embed C[P ] in C[[h]] by eµ �→ ∑∞

m=0
1
m!µ

m

and regard it as a subring of C[[h]]. Let pm : C[[h]] → C[h]m be the projection. To
complete the proof it is enough to prove the following assertions:

{ch L+(λ) | λ ∈ P +} is a basis of C[P ]W , (10.1.6)

pm(C[P ]W ) = C[h]Wm . (10.1.7)

Let us prove (10.1.6). Set Sλ = ∑
µ∈W(λ) eµ for λ ∈ P +. For any µ ∈ P there exists

a unique λ ∈ P + such that µ ∈ W(λ), and hence the set {Sλ | λ ∈ P +} is a basis of
C[P ]W . On the other hand by the Weyl character formula we obtain

ch L+(λ) ∈ Sλ +
∑

µ∈P+
µ<λ

ZSµ,

from which (10.1.6) follows immediately. It remains to show (10.1.7). Since P is a
Z-lattice in h∗, the set {µm | µ ∈ P } spans C[h]m and hence we get pm(C[P ]) =
C[h]m. Let f ∈ C[h]Wm . We take f ∈ C[P ] satisfying pm(f ) = f and set f̃ =

1
|W |
∑

w∈W w · f . Then we have f̃ ∈ C[P ]W and pm(f̃ ) = f . This completes the
proof of (10.1.7). ��

Theorem 10.1.1 asserts that C[g]G is isomorphic to C[h]W . Therefore, our prob-
lem is to determine the structure of the invariant polynomial ring C[h]W with respect
to the W -action. The ring C[h]W has the following remarkable property, which fol-
lows from the fact that the Weyl group W is generated by reflections. For the proof,
see Bourbaki [Bou].

Theorem 10.1.2. The ring C[h]W is generated by l (= dim h) algebraically inde-
pendent homogeneous polynomials over C. In particular, C[h]W is isomorphic to a
polynomial ring of l variables.

Combining this result with Theorem 10.1.1, we get

G\g ∼= W\h ∼= Al . (10.1.8)

Moreover, the degrees of the l independent generators in Theorem 10.1.2 can be
explicitly described in terms of root systems as follows. Set

c = sα1 · · · sαl
∈ W, (10.1.9)

where $ = {α1, . . . , αl} is the set of simple roots. It is called the Coxeter transfor-
mation. The conjugacy class of c does not depend either on the choice of $ or on the
numbering of α1, . . . , αl . First assume that the root system � is irreducible. Set

h = (the order of c) = (Coxeter number) (10.1.10)

and write the eigenvalues of the operator c on h by
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exp(2π
√−1m1/h), . . . , exp(2π

√−1ml/h),

(0 � m1 � m2 � · · · � ml < h).

Then it is known that

0 < m1 = 1 < m2 � · · · � ml < h, mi + ml−i+1 = h (10.1.11)
l∑

i=1

mi = |�+|. (10.1.12)

We call these numbers m1, . . . , ml the exponents of the irreducible root system �. If
the root system � is not irreducible, the exponents of � are defined to be the union of
those in its irreducible components (this definition is different from Bourbaki’s). Note
that the multiset of exponents of a root system � consists of l natural numbers and
the sum of all exponents is equal to the cardinality |�+| of the set of positive roots.

Theorem 10.1.3. Denote the exponents of the root system � by m1, . . . , ml . Then
the degrees of the l algebraically independent homogeneous polynomials in Theo-
rem 10.1.2 are given by m1 + 1, . . . , ml + 1.

Example 10.1.4. Let G = SLn(C), g = sln(C) and choose a Cartan subalgebra h of
g as follows:

h =
{
d(a1, . . . , an)

∣∣∣ n∑
i=1

ai = 0
}
,

where

d(a1, . . . , an) =

⎛⎜⎜⎜⎝
a1 0

. . .

0 an

⎞⎟⎟⎟⎠ .

For i = 1, . . . , n, define λi ∈ h∗ by λi(d(a1, . . . , an)) = ai . Then C[h] =
C[λ1, . . . , λn]/(λ1 + · · · + λn). Since the action of W = Sn on h is given by
σ(λi) = λσ(i), C[h]W is the ring of symmetric polynomials in λ1, λ2, . . . , λn. Let us
consider the following elementary symmetric polynomials of λ1, . . . , λn:

σ1 =
n∑

i=1

λi, σ2 =
∑
i<j

λiλj , . . . . . . , σn = λ1 · · · λn.

Then the polynomial functions σ2, . . . , σn on h are algebraically independent gener-
ators of C[h]W (σ1 = 0 on h). Since the eigenvalues of the Coxeter transformation
(12)(23) · · · (n − 1, n) = (1 2 3 · · · n) ∈ W = Sn are

{
exp(2π

√−1k/n)
}n−1

k=1 and
the Coxeter number is h = n, the exponents are 1, . . . , n − 1. This agrees with
the fact that the degrees of σ2, . . . , σn are 2, . . . , n, respectively. Now let us define
polynomial functions σk ∈ C[g] by det(t1 − x) = tn +∑n

k=1 σk(x)tn−k (x ∈ g).
Then we have σk ∈ C[g]G and σ 1 = 0, rest(σ k) = σk (k = 2, . . . , n). This implies
that σ 2, . . . , σ n are algebraically independent homogeneous generators of C[g]G.
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10.2 Classification of conjugacy classes

The G-orbit through x ∈ g for the adjoint action of G on g is called the conjugacy
class of x. For the study of conjugacy classes, the notion of Jordan decompositions
is important. We say that x ∈ g is semisimple (resp. nilpotent) if the linear operator
ad(x) ∈ gl(g) is semisimple (resp. nilpotent).

Theorem 10.2.1.
(i) For any x ∈ g there exists a unique pair of elements (xs, xn) where xs is semisim-

ple and xn nilpotent, such that

x = xs + xn, [xs, xn] = 0 (10.2.1)

(We call the decomposition (10.2.1) the Jordan decomposition of x. The el-
ements xs and xn are called the semisimple part and the nilpotent part of x,
respectively).

(ii) Let σ : g → gl(V ) be a finite-dimensional representation of g. If x ∈ g is
semisimple (resp. nilpotent), then σ(x) is semisimple (resp. nilpotent).

For the proof, see Humphreys [Hu2].
A conjugacy class consisting of semisimple elements (resp. nilpotent elements)

is called a semisimple conjugacy class (resp. nilpotent conjugacy class). The classi-
fication of semisimple conjugacy classes is given by the following.

Theorem 10.2.2. For any semisimple conjugacy class O the intersection O∩h with h
is a W -orbit in h. Hence the set of semisimple conjugacy classes in g is parameterized
by the set W\h of W -orbits in h.

Proof. Suppose that x ∈ g is a semisimple element. Then it follows directly from the
definition of Cartan subalgebras that there exists a Cartan subalgebra h′ containing x.
By the remark at the end of Section 9.7 we can take g ∈ G so that Ad(g)h′ = h. Thus
we have shown OG(x) ∩ h 	= ∅. Since the action of the Weyl group W on h is the
restriction of the adjoint action of NG(H) = NG(h) = {g ∈ G | Ad(g)h = h} on g,
OG(x)∩h is a union of W -orbits. It remains to prove that it is a single orbit. Assume
that two points h1, h2 ∈ h are conjugate in g. We will show that these two points lie
in the same W -orbit. By virtue of Theorem 10.1.1 h1 and h2 are mapped to the same
point in W\h = Spec(C[h]W ). Note that W\h coincides with the set-theoretical
quotient since W is a finite group. This means that h1 and h2 are conjugate under the
W -action. ��

In order to classify general conjugacy classes (which are not necessarily semisim-
ple) we use Jordan decompositions. Assume that two elements x, y ∈ g are conjugate.
Then their semisimple parts xs , ys are also conjugate (by the uniqueness of Jordan de-
compositions). Hence we may assume that xs = ys from the beginning. Furthermore,
thanks to Theorem 10.2.2, we can reduce the situation to the case of h = xs = ys ∈ h.
Therefore, setting
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Nh = {z ∈ g | z is a nilpotent element such that [h, z] = 0}
for h ∈ h, it suffices to determine when two elements h + z and h + z′ (z, z′ ∈ Nh)
are conjugate to each other. If Ad(g)(h+z) = h+z′ for some g ∈ G, then it follows
from the uniqueness of Jordan decompositions that Ad(g)h = h, i.e.,

g ∈ ZG(h) := {g ∈ G | Ad(g)h = h}.
Hence we reduced the problem to the classification of orbits for the adjoint ZG(h)-
action on Nh.

Theorem 10.2.3. For h ∈ h, we denote by kh the derived Lie algebra [zg(h), zg(h)]
of the centralizer zg(h) = {x ∈ g | [x, h] = 0} of h. Then we have the following:

(i) The Lie algebra kh is semisimple and Nh coincides with the set of nilpotent
elements in kh. In particular, we have Nh ⊂ kh.

(ii) The algebraic group ZG(h) is connected, and the orbits for the adjoint action of
ZG(h) on Nh are exactly the nilpotent conjugacy classes in the semisimple Lie
algebra kh.

Proof. Among connected closed subgroups H ′ of H satisfying Lie(H ′) 
 h there
exists the smallest one S (if we regard G as a complex Lie group, S is the closure of
the one-parameter subgroup generated by h). Then ZG(h) = ZG(S) holds. Since
S is a torus, ZG(S) is connected and reductive from a general fact on semisimple
algebraic groups. Hence if we denote the center of zg(h) = Lie(ZG(h)) by c, we
have zg(h) = c ⊕ kh and kh is a semisimple ideal of zg(h). Let z1 ∈ c, z2 ∈ kh, and
set z = z1 + z2 ∈ zg(h). We see from c ⊂ h that z1 is a semisimple element of g.
Suppose that the Jordan decomposition of z2 in kh is given by z2 = (z2)s + (z2)n.
Then by applying Theorem 10.2.1 (ii) to the representation ad : kh → gl(g) of kh we
see that the Jordan decomposition of z in g is given by zs = z1 + (z2)s , zn = (z2)n.
It follows that Nh coincides with the set of nilpotent elements in kh. Since ZG(h) is
connected, Ad(ZG(h))

∣∣
kh

coincides with the adjoint group of kh. This completes the
proof. ��

By Theorems 10.2.2 and 10.2.3, in order to classify conjugacy classes, it suffices
to classify nilpotent conjugacy classes. Namely, our problem is to classify G-orbits
in the nilpotent cone

N = {nilpotent elements in g} ⊂ g (10.2.2)

for an arbitrary simple Lie algebra g.
Let us show that N is an irreducible closed algebraic subvariety of g. Define

fi ∈ C[g] by det(t1 − ad(x)) = tn + ∑n−1
i=0 fi(x)t i . Then N is the common

zero set of f1, . . . , fn−1. In particular, it is a closed subvariety of g. Since any
point x ∈ N is contained in a Borel subalgebra, it follows from Theorem 9.9.1 that
N = Ad(G)(b ∩ N ). Hence the irreducibility of N follows from b ∩ N = n.

To classify nilpotent conjugacy classes we need case-by-case arguments for each
simple Lie algebra. For simple Lie algebras of classical type, we can perform the
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classification by using linear algebra (essentially by the theory of Jordan normal
forms). To treat exceptional types, some further preparation from general theories
(the Jacobson–Morozov theorem) is required. The result of the classification can be
found in Dynkin [Dy]. Here we only state the following general fact (It follows from
the Dynkin–Kostant theory. The proof below is due to R. Richardson [Ri]).

Theorem 10.2.4. The number of G-orbits in N is finite.

Proof. Set G̃ = GL(g) and g̃ = gl(g). We regard g as a subalgebra of g̃ by the
embedding ad : g ↪→ g̃. Define an action of G̃ on g̃ by

g̃ · x̃ = g̃x̃g̃−1 (g̃ ∈ G̃, x̃ ∈ g̃). (10.2.3)

Then for g ∈ G, we see that the adjoint action of g on g coincides with the restriction
of the action (10.2.3) of Ad(g) ∈ G̃ on g̃. Denote the set of nilpotent linear endomor-
phisms of g̃ by Ñ . Then by the definition of N we have N = Ñ ∩ g. On the other
hand, it follows from the theory of Jordan normal forms that the number of G̃-orbits
in Ñ is finite (see Example 10.2.6). Therefore, it suffices to show that for a G̃-orbit
Õ in g̃ the intersection Z = Õ ∩ g with g consists of finitely many Ad(G)-orbits.

Let us consider a decreasing sequence of closed subvarieties of Z

Z = Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · (10.2.4)

defined inductively by Zi = (Zi−1)sing = (the set of singular points in Zi−1). Then
every Zi\Zi+1 is a G-invariant set, and we have to show that Zi\Zi+1 is a union
of finitely many Ad(G)-orbits. For this, it suffices to prove that every Ad(G)-orbit
O = OG(x) (through x ∈ Zi\Zi+1) in Zi\Zi+1 is open. Since Zi\Zi+1 is smooth,
it is enough to show the equality TxO = Tx(Zi\Zi+1) of tangent spaces. Let us
concentrate on proving the inclusion TxO ⊃ Tx(Zi\Zi+1), because the converse
TxO ⊂ Tx(Zi\Zi+1) is trivial. Under the identification of Tx g̃ with g̃, we have
natural isomorphisms TxO = [g, x] and Tx(Zi\Zi+1) ⊂ Tx(Õ) ∩ g = [̃g, x] ∩ g.
Consequently it remains to show the following inclusion:

[̃g, x] ∩ g ⊂ [g, x]. (10.2.5)

Let us define a symmetric bilinear form on g̃ by

(x1, x2) = Tr(x1x2) (x1, x2 ∈ g̃). (10.2.6)

It is easily checked that this bilinear form is non-degenerate. Furthermore, its re-
striction to g is the Killing form, and hence it is also non-degenerate. Therefore, we
have the orthogonal decomposition g̃ = g ⊕ g⊥, where g⊥ = {y ∈ g̃ | (y, g) = 0}.
Moreover, we have [g, g⊥] ⊂ g⊥. Indeed, for x1, x2 ∈ g, y ∈ g⊥ we have

(x1, [x2, y]) = Tr(x1x2y) − Tr(x1yx2) = Tr(x1x2y) − Tr(x2x1y)

= ([x1, x2], y) = 0.

Hence we get [̃g, x] ∩ g = ([g, x] + [g⊥, x]) ∩ g ⊂ [g, x] + ([g⊥, g] ∩ g) = [g, x].
This completes the proof. ��
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The irreducibility of the nilpotent cone N implies the following result.

Corollary 10.2.5. There exists an open dense orbit in N .

Example 10.2.6. Let us consider the case of g = sln(C) and G = SLn(C). Since
the adjoint action of G on g is given by Ad(g)x = gxg−1, there exists a bijection
between the set conjugacy classes of g and that of Jordan normal forms. Moreover,
the Jordan decomposition of a Jordan normal form is given by writing it into a sum of
a diagonal matrix and a strictly upper triangular matrix. As a representative of each
nilpotent conjugacy class, we can choose a Jordan normal form whose eigenvalues
are all zero. Consequently, the number of nilpotent conjugacy classes is equal to
the number of the ways of writing n as a sum of natural numbers (i.e., the partition
number P(n) of n).

10.3 Geometry of conjugacy classes

By Theorem 10.1.1 we have C[h]W � C[g]G ⊂ C[g]. On the other hand the
ring C[h]W is isomorphic to the polynomial ring of l (= dim h)-variables by Theo-
rem 10.1.2. Therefore, we get a natural morphism

χ : g → W\h ∼= Al (10.3.1)

of algebraic varieties. Set-theoretically this morphism χ is described as follows.

Proposition 10.3.1. Let x ∈ g. Then the image χ(x) is the point of W\h which
corresponds to the W -orbit OG(xs) ∩ h (see Theorem 10.2.2).

Proof. Since any fiber of χ is G-invariant, we may assume that xs = h ∈ h. Under
the notation in Section 10.2, it is enough to show that the set χ(h + Nh) is just a
one-point set. By Theorem 10.2.3 and Corollary 10.2.5 there is a dense ZG(h)-orbit
in Nh. Hence there is also a dense ZG(h)-orbit in h + Nh. Since χ is constant on
each G-orbit, our assertion is clear. ��

The next corollary follows immediately from the proof of this proposition and
Corollary 10.2.5.

Corollary 10.3.2. Every fiber of χ is irreducible and consists of finitely many con-
jugacy classes. In particular, there exists an open dense conjugacy class in each
fiber.

In the rest of this section we study geometric properties of the morphism χ and
its fibers. Since b is a B-module by the adjoint action, we can associate to it a vector
bundle g̃ := �(b) → X on the flag variety X = G/B (see Section 9.11). This vector
bundle g̃ is isomorphic to the quotient B\(G× b) of the product bundle G× b by the
locally free B-action on G × b given by

b · (g, x) = (gb−1, Ad(b)x) (b ∈ B, (g, x) ∈ G × b). (10.3.2)
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We define morphisms ρ : g̃ → g and θ : g̃ → h by

ρ((g, x)) = Ad(g)x, θ((g, x)) = p(x) (x ∈ b, g ∈ G), (10.3.3)

respectively, where p : b = h ⊕ n → h is the projection. Note that ρ is a composite
of the closed embedding g̃ ↪→ g × X ((g, x) �→ (Ad(g)x, gB)) and the projection
g × X → g. Therefore, ρ is a proper morphism (note that X is a projective variety).
Set d = dim X = |�+|.
Proposition 10.3.3. χ is a flat morphism, and for any h ∈ W\h the dimension of the
fiber χ−1(h) is equal to 2d .

Proof. Let us consider the fiber χ−1(h) for h ∈ h. By Proposition 10.3.1 we have
χ−1(h) = Ad(G)(h + n) = ρ(B\(G × (h + n))). Hence by dim(B\(G × (h +
n))) = 2d we obtain dim χ−1(h) � 2d. On the other hand, if we take a point
h ∈ h such that α(h) 	= 0 for any α ∈ �, we have zg(h) = h, ZG(h) = H ,
Nh = {0} and χ−1(h) = OG(h) ∼= G/H . This implies that the general fibers of
χ are 2d (= dim G/H)-dimensional. Hence, by the upper semicontinuity of the
dimensions of fibers, the dimension of each fiber of χ should be 2d . The flatness of
χ follows from the fact that χ is an affine morphism such that all fibers have the same
dimension. ��
Corollary 10.3.4. The dimension of a conjugacy class is not greater than 2d.

We call a 2d-dimensional conjugacy class in g a regular conjugacy class, and
an element of a regular conjugacy class is called a regular element. Each fiber of χ

contains a unique regular conjugacy class, and it is open dense in the fiber.
For each x ∈ g we define an antisymmetric bilinear form βx on g by

βx(y, z) = (x, [y, z]) (y, z ∈ g), (10.3.4)

where (•, •) is the Killing form of g:

(y, z) = Tr(ad(y) ad(z)) (y, z ∈ g). (10.3.5)

By the relation (x, [y, z]) = ([x, y], z) and the non-degeneracy of the Killing form
we get

βx(y, g) = 0 ⇐⇒ y ∈ zg(x). (10.3.6)

Hence βx induces a non-degenerate antisymmetric bilinear form on g/zg(x). In
particular, dim g/zg(x) is even. By g/zg(x) ∼= Tx(OG(x)) we obtain the following.

Proposition 10.3.5. Any conjugacy class is even-dimensional.

The bilinear forms βx (x ∈ g) gives a global 2-form β on g. Define a 2d-form ω

by ω = βd . Then by (10.3.6) we see that

x is a regular element ⇐⇒ ωx 	= 0. (10.3.7)
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Now take a nowhere vanishing dim g-form vg on g and consider the Hodge star
operator

∗ :
2d∧

g∗ →
l∧

g∗

defined by

ψ ∧ ϕ = (∗ψ, ϕ)vg

(
ψ ∈

2d∧
g∗, ϕ ∈

l∧
g∗
)

.

Here (•, •) stands for the non-degenerate symmetric bilinear form on
∧l g∗ induced

by the Killing form.

Lemma 10.3.6. Let χ1, . . . , χl be homogeneous algebraically independent genera-
tors of C[g]G. Then the l-form ∗ω coincides with dχ1 ∧ · · · ∧ dχl up to a non-zero
constant multiple.

Proof. Set h′ = {h ∈ h | α(h) 	= 0 (α ∈ �)}. Since Ad(G)h′ = χ−1(W\h′) is
dense in g, so is Ad(G)h. Note that ∗ω and dχ1 ∧ · · · ∧ dχl are G-invariant l-forms
on g. Therefore, it suffices to show that they coincide on h. Take a nowhere vanishing
l-form vh on h. We define polynomials π1, π2 on h by

(∗ω)h = π1(h)vh, (dχ1 ∧ · · · ∧ dχl)h = π2(h)vh (h ∈ h). (10.3.8)

Then we have{
both π1 and π2 are skew-invariants of W ,

namely, for any α ∈ �, we have sαπi = −πi .
(10.3.9)

both π1 and π2 are homogeneous polynomials of degree d. (10.3.10)

The assertion (10.3.9) follows from the W -invariance of ∗ω|h, (dχ1∧· · ·∧dχl)|h and
the W -skew-invariance of vh. Since the coefficients of β are homogeneous of degree
1 on g, those of ω, ∗ω are homogeneous of degree d . Therefore, π1 is a homogeneous
polynomial of degree d . If the degree of χi is mi + 1, the degree of the coefficients
of dχi is mi . This means that the homogeneous degree of π2 is

∑l
i=1 mi , which is

equal to d by (10.1.12). Hence the assertion (10.3.10) is also proved.
On the other hand it is known that the space of W -skew-invariant polynomials on

h coincides with C[h]W (
∏

α∈�+ α) (Bourbaki [Bou]). Hence both π1 and π2 coincide
with

∏
α∈�+ α up to non-zero constant multiples. ��

Theorem 10.3.7 (Kostant).
(i) χ is smooth at x ∈ g if and only if f x is a regular element of g.

(ii) Every fiber of χ is a reduced normal algebraic variety.

Proof. Note that χ : g → W\h ∼= Al is explicitly given by

χ(x) = (χ1(x), . . . , χl(x)).
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Therefore, the part (i) follows immediately from Lemma 10.3.6 and (10.3.7). By
Proposition 10.3.3 any fiber of χ is complete intersection. Hence any fiber is reduced
since it contains a smooth point. Moreover, the codimension of the singular set of
each fiber is at least two by Proposition 10.3.5, from which the normality of fibers
follows. ��

Theorem 10.3.7 is due to Kostant [Kos]. The proof presented here, which uses
Lemma 10.3.6, is due to W. Rossman.

Theorem 10.3.8. Let h ∈ h. Then the morphism

ρh : θ−1(h) → χ−1(h)

obtained by restricting ρ to θ−1(h) (the morphisms ρ and θ were defined in (10.3.3))
gives a resolution of singularities of χ−1(h).

Proof. Since ρ is a proper morphism, its restriction ρh is also proper. Note that
θ−1(h) is an affine bundle on X whose fibers are isomorphic to h + n. This in
particular implies that θ−1(h) is a non-singular variety. Hence it is enough to prove
the following statement by Theorem 10.3.7 (i):

If x ∈ χ−1(h) is a regular element of g, then ρ−1
h (x) is a single point. (10.3.11)

We only prove it in the case where h = 0. The proof for the general case is reduced
to that of this special case by the technique reducing the study of conjugacy classes
to that of nilpotent conjugacy classes in smaller semisimple Lie algebras (see The-
orem 10.2.3); however, the details are omitted. By χ−1(0) = N our problem is to
show that ρ−1

0 (x) is a single point for any regular nilpotent element x in g. Since ρ0
is G-equivariant, it suffices to show it for just some regular nilpotent element x. Let
α1, . . . , αl be the set of simple roots and set

n1 = {y ∈ n | y is a regular nilpotent element},

n2 =
⎧⎨⎩∑

α∈�+
yα

∣∣ yα ∈ gα, yαi
	= 0

⎫⎬⎭ .

Then these are open subsets of n and hence we have n1 ∩ n2 	= ∅ (it is known that
n1 = n2, but we do not need it here). Hence we take x ∈ n1 ∩ n2. Since ρ−1

0 (x) ∼=
{gB ∈ X | Ad(g−1)x ∈ n}, it is enough to show that g ∈ B whenever g ∈ G

satisfies Ad(g)x ∈ n. Using the Bruhat decomposition, let us rewrite this g ∈ G by
g = b1ẇb2 (b1, b2 ∈ B, ẇ ∈ NG(H) is a representative of w ∈ W = NG(H)/H ).
Then it follows from Ad(g)x ∈ n that Ad(ẇ) Ad(b2)x ∈ n, and by the B-invariance
of n2 we obtain

Ad(ẇ) Ad(b2)x =
∑

α∈�+
yw(α) ∈ n, yw(α) ∈ gw(α), yw(αi) 	= 0.

This implies w(αi) ∈ �+(i = 1, . . . , l) and we get w = 1 and g ∈ B. ��
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Since the subspace of g consisting of elements orthogonal to b (with respect to the
Killing form) coincides with n, we obtain an isomorphism n ∼= (g/b)∗, from which
we see that θ−1(0) ∼= T ∗X. On the other hand we have χ−1(0) = N . Hence we
obtain a resolution of singularities ρ0 : T ∗X → N of the nilpotent cone N . It is
called the Springer resolution of N . Now identify g with g∗ by the Killing form of
g and consider the composite of the morphisms ρ0 and N ↪→ g ∼= g∗. Then the
morphism

γ : T ∗X → g∗ (10.3.12)

coincides with the moment map obtained by the G-action on the symplectic vari-
ety T ∗X.



11

Representations of Lie Algebras and D-Modules

In this chapter we give a proof of the Beilinson–Bernstein correspondence [BB]
between representations of semisimple Lie algebras and D-modules on flag varieties.

11.1 Universal enveloping algebras and differential operators

Let Y be a smooth algebraic variety. For a locally free OY -module V of finite rank
we define a sheaf DV

Y ⊂ EndCY
(V)of differential operators acting on V by

Fp(DV
Y ) = {0} (p < 0), (11.1.1)

Fp(DV
Y ) = {P ∈ EndCY

(V) | Pf − f P ∈ Fp−1(DV
Y ) (f ∈ OY )} (p � 0),

(11.1.2)

DV
Y =

∞⋃
p=0

Fp(DV
Y ). (11.1.3)

The sheaf DV
Y thus obtained is a sheaf of rings, and it contains OY as a subring. The

ordinary sheaf DY of differential operators on Y is D
OY

Y . In general we have an
isomorphism

V ⊗OY
DY ⊗OY

V∗ � DV
Y (11.1.4)

of sheaves of rings given by(
s ⊗ P ⊗ s∗)(t) = P(〈s∗, t〉)s (s, t ∈ V, s∗ ∈ V∗, P ∈ DY ). (11.1.5)

Now assume that a linear algebraic group K acts on Y and that V is a K-equivariant
vector bundle. Denote by U(k) the universal enveloping algebra of the Lie algebra k
of K . Then we can construct a ring homomorphism

U(k) → �(Y, DV
Y ) (a �→ ∂a) (11.1.6)
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from U(k) to �(Y, DV
Y ) as follows. Let ϕ : p∗

2V −→∼ σ ∗V be the isomorphism giving
the K-equivariant structure of V , where p2 : K × Y → Y and σ : K × Y → Y are
the second projection and the action of K on Y , respectively. Then the section ∂a is
uniquely determined by the condition

ϕ((a ⊗ 1) · ϕ−1(σ ∗s)) = σ ∗(∂as) (s ∈ V, a ∈ k), (11.1.7)

where a ∈ k in the left-hand side is regarded as a right-invariant vector field on K .
Note that if we identify U(k) with the ring of right-invariant differential operators on
K , the formula (11.1.7) holds also for any a ∈ U(k).

Remark 11.1.1. In the complex analytic category, by regarding K as a complex Lie
group we have

(∂as)(y) = d

dt
(exp(ta)s((exp ta)−1y))

∣∣∣
t=0

(a ∈ k, s ∈ V, y ∈ Y ).

Since �(Y, V) is a K-module, it is naturally a U(k)-module. The corresponding
homomorphism U(k) → End(�(Y, V)) coincides with the one obtained by compos-
ing (11.1.6) with the homomorphism �(Y, DV

Y ) → End(�(Y, V)) induced by the
inclusion DV

Y ⊂ EndCY
(V).

11.2 Rings of twisted differential operators on flag varieties

Recall that for each λ ∈ P we have a G-equivariant line bundle L(λ) on the flag
variety X = G/B (see Section 9.11). We set

Dλ = D
L(λ+ρ)
X (λ ∈ P) (11.2.1)

(see (9.4.8) for the definition of the Weyl vector ρ). Namely, Dλ is the sheaf of
differential operators acting on L(λ + ρ). Since L(λ + ρ) is G-equivariant, we have
a homomorphism

�λ : U(g) → �(X, Dλ) (a �→ ∂a) (11.2.2)

of associative algebras (see Section 11.1).
We denote by Modqc(Dλ) the abelian category of Dλ-modules which are quasi-

coherent over OX, and by Modc(Dλ) its full subcategory consisting of coherent
Dλ-modules. We also denote by Mod(g) the category of U(g)-modules. By (11.2.2)
we have the additive functors

Modqc(Dλ) → Mod(g) (M �→ �(X, M)), (11.2.3)

Mod(g) → Modqc(Dλ)
(
M �→ Dλ ⊗U(g) M

)
. (11.2.4)

We easily see that the functor Dλ ⊗U(g) (•) is the left adjoint functor of �(X, •).
Namely, we have

HomDλ(Dλ ⊗U(g) M, N ) ∼= HomU(g)(M, �(X, N )) (11.2.5)

for any M ∈ Mod(g) and N ∈ Modqc(Dλ).
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Example 11.2.1. Let G = SL2(C). We follow the notation in Example 9.11.1. The
restrictions of the sheaf Dnρ on X = P1 to the open subsets U1 and U2 are isomorphic
to the ordinary sheaves of differential operators, i.e., we have Dnρ |U1

∼= DU1 and
Dnρ |U2

∼= DU2 . Using the coordinates (z), (x) of U1, U2, respectively, the gluing
rule of these sheaves is given by

x = 1

z
, z = 1

x

d

dx
= −z2 d

dz
− (n + 1)z,

d

dz
= −x2 d

dx
− (n + 1)x.

(11.2.6)

Moreover, the homomorphism �nρ : U(g) → �(X, Dnρ) is given by

h �→ −2z
d

dz
− (n + 1) = 2x

d

dx
+ (n + 1),

e �→ − d

dz
= x2 d

dx
+ (n + 1)x,

f �→ z2 d

dz
+ (n + 1)z = − d

dx
.

(11.2.7)

The aim of this chapter is to establish the following fundamental theorems due to
Beilinson–Bernstein [BB].

Theorem 11.2.2. Let λ ∈ P .

(i) The homomorphism �λ : U(g) → �(X, Dλ) is surjective.
(ii) For any z ∈ z we have �λ(z) = χλ(z)id. Moreover, we have Ker �λ =

U(g)(Ker χλ).

Here, χλ : z → C denotes the central character associated to λ (see Section 9.4).

Theorem 11.2.3. Suppose that λ ∈ P satisfies the condition

〈λ, α∨〉 /∈ N+ = {1, 2, 3, . . . } for any α ∈ �+. (11.2.8)

Then for any M ∈ Modqc(Dλ) we have

Hk(X, M) = 0 (k 	= 0). (11.2.9)

Theorem 11.2.4. Assume that λ ∈ P satisfies the condition

〈λ, α∨〉 /∈ N = {0, 1, 2, . . . } for any α ∈ �+. (11.2.10)

Then for any M ∈ Modqc(Dλ), the morphism

Dλ ⊗U(g) �(X, M) → M (11.2.11)

is surjective.
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The proof of these theorems will be given in subsequent sections.

Definition 11.2.5. Let χ be a central character. We denote by Mod(g, χ) the abelian
category of U(g)-modules with central character χ . Namely, Mod(g, χ) is the full
subcategory of Mod(g) consisting of U(g)-modules M satisfying the condition

zm = χ(z)m (z ∈ z, m ∈ M). (11.2.12)

We also denote by Modf (g, χ) the full abelian subcategory of Mod(g, χ) consisting
of finitely generated U(g)-modules.

For λ ∈ P the category Mod(g, χλ) is naturally equivalent to that of �(X, Dλ)-
modules by Theorem 11.2.2.

For λ ∈ P satisfying the condition (11.2.8) we denote by Mode
qc(Dλ) the full

subcategory of Modqc(Dλ) consisting of objects M ∈ Modqc(Dλ) such that we
have the following:

(a) The canonical morphism Dλ ⊗U(g) �(X, M) → M is surjective.
(b) For any non-zero subobject N of M in Modqc(Dλ) we have �(X, N ) 	= 0.

Set Mode
c(Dλ) = Mode

qc(Dλ) ∩ Modc(Dλ). By Theorem 11.2.4 we have
Mode

qc(Dλ) = Modqc(Dλ) for λ ∈ P satisfying the condition (11.2.10). Indeed,
if N is a non-zero object of Modqc(Dλ), the surjectivity of Dλ ⊗U(g) �(X, N ) → N
implies �(X, N ) 	= 0.

Corollary 11.2.6.
(i) Assume that λ ∈ P satisfies the condition (11.2.8). Then the functor �(X, •)

induces equivalences

Mode
qc(Dλ) ∼= Mod(g, χλ), Mode

c(Dλ) ∼= Modf (g, χλ)

of categories.
(ii) Assume that λ ∈ P satisfies the condition (11.2.10). Then the functor �(X, •)

induces equivalences

Modqc(Dλ) ∼= Mod(g, χλ), Modc(Dλ) ∼= Modf (g, χλ)

of abelian categories. The inverse functor is given by Dλ ⊗U(g) (•).

Proof. (i) We first show that the canonical homomorphism

M → �(X, Dλ ⊗U(g) M) (11.2.13)

is an isomorphism for any M ∈ Mod(g, χλ). Choose an exact sequence

�(X, Dλ)⊕I −→ �(X, Dλ)⊕J −→ M −→ 0.

Note that the functor �(X, •) : Modqc(Dλ) → Mod(g, χλ) is exact by Theo-
rem 11.2.3. Applying the right exact functor �(X, Dλ ⊗U(g) (•)) to the above exact
sequence we obtain a commutative diagram
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�(X, Dλ)⊕I −−−−→ �(X, Dλ)⊕J −−−−→ M −−−−→ 0∥∥∥ ∥∥∥ ⏐⏐	
�(X, Dλ)⊕I −−−−→ �(X, Dλ)⊕J −−−−→ �(X, Dλ ⊗U(g) M) −−−−→ 0

whose rows are exact (note that Dλ ⊗U(g) �(X, Dλ) = Dλ ⊗�(X,Dλ) �(X, Dλ) = Dλ

by Theorem 11.2.2). Hence (11.2.13) is an isomorphism.
Let us show that the functor �(X, •) : Mode

qc(Dλ) → Mod(g, χλ) is fully faith-
ful. Let M1, M2 ∈ Mode

qc(Dλ). The homomorphism

� : HomDλ(M1, M2) → HomU(g)(�(X, M1), �(X, M2))

is injective since Dλ ⊗U(g) �(X, M1) → M1 is surjective. We now let ϕ ∈
HomU(g)(�(X, M1), �(X, M2)). Denote the kernel of Dλ⊗U(g)�(X, M1) → M1
by K1. Applying the exact functor �(X, •) to the exact sequence

0 −→ K1 −→ Dλ ⊗U(g) �(X, M1) −→ M1 −→ 0,

we obtain an exact sequence

0 −→ �(X, K1) −→ �(X, M1) −→ �(X, M1) −→ 0.

Here we have used the fact that (11.2.13) is an isomorphism. Hence we have
�(X, K1) = 0. Let K2 be the image of the composite of

K1 → Dλ ⊗U(g) �(X, M1) → Dλ ⊗U(g) �(X, M2) → M2.

Then by �(X, K1) = 0 and the exactness of �(X, •) we have �(X, K2) = 0. Since
M2 is an object of Mode

qc(Dλ), we have K2 = 0. Hence we obtain a homomorphism
ψ : M1(∼= Dλ ⊗U(g) �(X, M1)/K1) → M2 satisfying �(ψ) = ϕ.

We next show that for any M ∈ Mod(g, χλ) there exists M ∈ Mode
qc(Dλ)

satisfying �(X, M) ∼= M . The set of subobjects K of Dλ ⊗U(g) M satisfying
�(X, K) = 0 contains a unique largest element L. Set M = Dλ ⊗U(g) M/L. Then
by the definition of M we have M ∈ Mode

qc(Dλ). By applying the exact functor
�(X, •) to the exact sequence

0 −→ L −→ Dλ ⊗U(g) M −→ M −→ 0,

we see that M ∼= �(X, M).
It remains to show that Mode

c(Dλ) and Modf (g, χλ) correspond to each other un-
der this equivalence of categories Mode

qc(Dλ) ∼= Mod(g, χλ). Let M ∈ Modf (g, χλ).
Since �(X, Dλ) is a quotient of U(g), it is a left noetherian ring. Hence there exists
an exact sequence

�(X, Dλ)⊕I −→ �(X, Dλ)⊕J −→ M −→ 0,

for finite sets I and J . If we apply the right exact functor Dλ ⊗U(g) (•), we obtain
an exact sequence



276 11 Representations of Lie Algebras and D-Modules

D⊕I
λ −→ D⊕J

λ −→ Dλ ⊗U(g) M −→ 0,

and hence Dλ ⊗U(g) M is coherent. Since the object of Mode
qc(Dλ) corresponding

to M is a quotient of Dλ ⊗U(g) M , it is also coherent. Let M ∈ Mode
c(Dλ). Since

M is coherent, it is locally generated by finitely many sections. By the surjectivity
of the morphism Dλ ⊗U(g) �(X, M) → M we can take the local finite generators
from �(X, M). Since X is quasi-compact, we see that M is globally generated by
finitely many elements of �(X, M). This means that we have a surjective morphism
D⊕I

λ → M for a finite set I . From this we obtain a surjective homomorphism
�(X, Dλ)⊕I → �(X, M), and hence �(X, M) is a finitely generated U(g)-module.

Finally, the assertion (ii) follows from Theorem 11.2.4 and (the proof of) (i). ��
For any λ ∈ P there always exists w ∈ W such that w(λ) ∈ P satisfies the

condition (11.2.8),

〈w(λ), α∨〉 /∈ N+ for any α ∈ �+.

By χλ = χw(λ) (see Section 9.4) we have Mod(g, χλ) = Mod(g, χw(λ)) ∼=
Mode

qc(Dw(λ)). This means that we can translate various problems in Mod(g, χλ)

into those of Mode
qc(Dw(λ)).

It is also necessary in representation theory to consider problems in Mod(g, χλ)

for a general element λ ∈ h∗ = C ⊗Z P . In fact, the results in this section can be
formulated in this more general situation and are known to be true. For example, let
us consider the case when G = SL2(C). In Example 11.2.1 we assumed that n is an
integer. However, even if n is a general complex number, we can define the sheaf
Dnρ by gluing the ordinary sheaves of differential operators on U1 and U2 by the
rule (11.2.6). Furthermore, it is also possible to define a homomorphism U(g) →
�(X, Dnρ) by (11.2.7). Namely, we can also perform the constructions in (11.2.6) and
(11.2.7) for general n ∈ C (the condition n ∈ Z was necessary only for the existence
of line bundles). The situation is similar for general semisimple algebraic groups G.
Although there is no corresponding line bundle for a generic λ ∈ h∗ = C ⊗Z P ,
we can construct a sheaf Dλ of twisted differential operators and a homomorphism
�λ : U(g) → �(X, Dλ) of algebras, and then Theorems 11.2.2, 11.2.3, 11.2.4 hold
without any modification. In this book we only treat the case where λ ∈ P for the
sake of simplicity, and refer to Beilinson–Bernstein [BB] and Kashiwara [Kas14] for
details about the general case.

11.3 Proof of Theorem 11.2.2

As in the case of DX we introduce a natural filtration {Fp(U(g))}p∈Z on U(g) by

Fp(U(g)) =

⎧⎪⎨⎪⎩
0 (p < 0)

{the subspace spanned by

products of at most p elements in g} (p � 0).

(11.3.1)
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Then we have

Fp1(U(g))Fp2(U(g)) ⊂ Fp1+p2(U(g)), (11.3.2)[
Fp1(U(g)), Fp2(U(g))

] ⊂ Fp1+p2−1(U(g)).

Hence if we set

grp U(g) = Fp(U(g))/Fp−1(U(g)) and gr U(g) =
⊕

p

grp U(g), (11.3.3)

then gr U(g) is a commutative C-algebra. By the PBW theorem, this algebra is
isomorphic to the symmetric algebra S(g) over g. Also for Dλ, set

grp Dλ = Fp(Dλ)/Fp−1(Dλ), gr Dλ =
⊕

p

grp Dλ. (11.3.4)

Then gr Dλ is a sheaf of commutative OX-algebras. If we denote by π : T ∗X → X

the cotangent bundle of X, then we have a natural isomorphism gr Dλ � π∗OT ∗X.
We first prove the commutative version of Theorem 11.2.2 where U(g), Dλ are

replaced by gr Dλ, gr U(g), respectively. By applying the left exact functor �(X, •)

to the exact sequence

0 −→ Fp−1(Dλ) −→ Fp(Dλ) −→ grp Dλ −→ 0, (11.3.5)

we obtain the exact sequence

0 −→ �(X, Fp−1(Dλ)) −→ �(X, Fp(Dλ)) −→ �(X, grp Dλ). (11.3.6)

Hence we have �(X, Fp(Dλ))/�(X, Fp−1(Dλ)) ⊂ �(X, grp Dλ). Therefore, by
�λ(Fp(U(g))) ⊂ �(X, Fp(Dλ)) we get a homomorphism

gr �λ : S(g) = gr U(g) → �(X, gr Dλ) (11.3.7)

of C-algebras. Denote by S(g)G the set of G-invariant elements in S(g) and set
S(g)G+ = S(g)G ∩ (

⊕
p>0 S(g)p), where S(g)p denotes the subspace of S(g) con-

sisting of homogeneous elements of degree p � 0.

Proposition 11.3.1. The homomorphism gr �λ is surjective and its kernel Ker gr �λ

is the ideal generated by S(g)G+.

Proof. By the identifications S(g) ∼= C[g∗] = �(g∗, Og∗) and �(X, gr Dλ) ∼=
�(X, p∗OT ∗X) ∼= �(T ∗X, OT ∗X), gr �λ gives a homomorphism

�(g∗, Og∗) → �(T ∗X, OT ∗X) (11.3.8)

of C-algebras. Moreover, we see by a simple calculation that this homomorphism
(11.3.8) coincides with the pull-back γ ∗ of the moment map (see Section 10.3):

γ : T ∗X → g∗. (11.3.9)
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Recall that the image of γ is the set N of nilpotent elements in g (we identify g∗ with
g by the Killing form of g as in Section 10.3). Let us factorize the morphism γ as

T ∗X
γ ′
�N

γ ′′
↪−→ g∗.

Since γ ′ is a resolution of singularities of N and N is a normal variety, the induced
map γ ′∗ : �(N , ON ) → �(T ∗X, OT ∗X) is an isomorphism. Furthermore, the
algebra homomorphism γ ′′∗ : �(g∗, Og∗) → �(N , ON ) is surjective because the
nilpotent cone N is a closed subvariety of g∗. Hence their composite γ ∗ = γ ′∗ ◦γ ′′∗
is also surjective, and its kernel is the defining ideal of N in g∗. To finish the proof,
it suffices to note that this defining ideal is generated by S(g)G+ (see the proof of
Theorem 10.3.7). ��

We next study how the center z of U(g) acts on L(λ + ρ).

Proposition 11.3.2. For any z ∈ z, we have �λ(z) = χλ(z)id.

Proof. Note that for any z ∈ z = U(g)G we have �λ(z) ∈ �(X, Dλ)G. We first
prove

�(X, Dλ)G = Cid. (11.3.10)

Recall the notation in the proof of Proposition 11.3.1. Since there exists an open
dense G-orbit in N (Corollary 10.2.5), we have �(N , ON )G = C. So it follows
from the isomorphism γ ′∗ that �(X, gr Dλ)G = �(T ∗X, OT ∗X)G = C. Namely, we
have

�(X, grp Dλ)G =
{

C (p = 0)

0 (p > 0).
(11.3.11)

By taking the G-invariant part of (11.3.6), we get an exact sequence

0 −→ �(X, Fp−1(Dλ))G −→ �(X, Fp(Dλ))G −→ �(X, grp Dλ)G.

If p = 0, it implies �(X, F0(Dλ))G = �(X, OX)G = C (this follows also from
the fact that X is projective). Furthermore, by induction on p we can show that
�(X, Fp(Dλ))G = C for any p � 0. Hence the assertion (11.3.10) follows from
Dλ = ⋃

p Fp(Dλ).
It remains to show that �λ(z)s = χλ(z)s for a non-zero local section s of L(λ+ρ).

Take a non-zero element v0 in the fiber �(λ + ρ)eB of L(λ + ρ) at eB ∈ X, and
define a section s of L(λ + ρ) on the open subset N−B/B of X by

s(uB) = uv0 (u ∈ N−). (11.3.12)

Since �(λ + ρ)eB is a B-module associated to λ + ρ, we have

�λ(h)s = (λ + ρ)(h)s (h ∈ h). (11.3.13)

It also follows from the definition of s that
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�λ(a)s = 0 (a ∈ n−). (11.3.14)

Write z ∈ z as

z = u1 + u2 (u1 ∈ U(h), u2 ∈ nU(g) ∩ U(g)n−)

(see Lemma 9.4.4). Then by (11.3.13), (11.3.14) we obtain

�λ(z)s = �λ(u1)s = 〈u1, λ + ρ〉s.
Finally, under the notation in Theorem 9.4.3, we see that

〈u1, λ + ρ〉 = 〈p′(z), λ + ρ〉 = 〈f ′ ◦ p′(z), λ〉 = χλ(z).

This completes the proof. ��
Proof of Theorem 11.2.2. For p � 0 let us set

Ip = Ker χλ ∩ Fp(U(g)), (11.3.15)

Jp =
∑

k+l=p

Fk(U(g))Il,

Kp = S(g)S(g)G+ ∩ S(g)p =
⊕
k+l=p

l>0

S(g)kS(g)G
l ⊂ S(g)p.

It suffices to prove that

Jp −→ Fp(U(g)) −→ �(X, Fp(Dλ)) −→ 0 (11.3.16)

is an exact sequence for any p � 0. We will prove this assertion by induction on p.
Assume that p = 0. Then we have obviously F0(U(g)) = C. Moreover, since X

is projective, we have �(X, F0(Dλ)) = �(X, OX) = C. Finally, we have I0 = 0
and hence J0 = 0. The assertion is verified for p = 0. Assume that p > 0. Let us
consider the following commutative diagram:

0⏐⏐	
Jp−1 −−−−→ Fp−1(U(g)) −−−−→ �(X, Fp−1(Dλ)) −−−−→ 0⏐⏐	 ⏐⏐	 ⏐⏐	
Jp −−−−→ Fp(U(g)) −−−−→ �(X, Fp(Dλ)) −−−−→ 0⏐⏐	 ⏐⏐	 ⏐⏐	
Kp −−−−→ S(g)p −−−−→ �(X, grp Dλ) −−−−→ 0⏐⏐	 ⏐⏐	
0 0.
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The commutativity is clear. It is also easy to see that all rows and all columns are
complexes. The exactness of the rightmost column follows from the fact that the
functor �(X, •) is left exact. Furthermore, the exactness of the middle column is
trivial, and that of the first (resp. third) row is our hypothesis of (resp. follows from
Proposition 11.3.1). Hence to prove the exactness of the middle row it is sufficient to
show that the leftmost column is exact. Note that this exactness is clear except for the
surjectivity of Jp → Kp. Hence it suffices to prove the surjectivity of Il → S(g)G

l for
any l > 0. Since Fl(U(g)) → S(g)l is a surjective homomorphism of G-modules and
since all finite-dimensional G-modules are completely reducible, its G-invariant part

Fl(U(g))G = z ∩ Fl(U(g)) → S(g)G
l

is also surjective. Therefore, for any a ∈ S(g)G
l there exists z′ ∈ z ∩ Fl(U(g)) such

that σl(z
′) = a (here σl : Fl(U(g)) → S(g)l is the natural map). Now let us set

z = z′ − χλ(z′)1. Then we have z ∈ Il and σl(z) = a. The surjectivity of Jp → Kp

is verified. ��

11.4 Proof of Theorems 11.2.3 and 11.2.4

For ν ∈ −P + we have a surjective morphism

pν : OX ⊗C L−(ν) � L(ν) (11.4.1)

of OX-modules by the Borel–Weil theorem. By taking its dual we get an injective
morphism

HomOX
(L(ν), OX) ↪→ OX ⊗C HomC(L−(ν), C).

By HomOX
(L(ν), OX) ∼= L(−ν) and HomC(L−(ν), C) ∼= L+(−ν) we can rewrite

it as
L(−ν) ↪→ OX ⊗C L+(−ν).

Applying the functor L(ν)⊗OX
, we obtain an injective morphism

iν : OX ↪→ L(ν) ⊗C L+(−ν) (11.4.2)

of OX-modules.
Now let λ ∈ P and let M be a Dλ-module. If we apply the functor M⊗OX

to
(11.4.1) and (11.4.2), then we get morphisms

pν : M ⊗C L−(ν) → M ⊗OX
L(ν), (11.4.3)

iν : M → M ⊗OX
L(ν) ⊗C L+(−ν) (11.4.4)

of OX-modules. Since Ker(pν) and Im(iν) are locally direct summands of the OX-
modules OX⊗CL−(ν) and L(ν)⊗CL+(−ν), respectively, the morphism pν (resp. iν)
is surjective (resp. injective). The following results will be essential in our arguments
in this section.
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Proposition 11.4.1.
(i) Assume that λ ∈ P satisfies the condition (11.2.10). Then Ker(pν) is a direct

summand of M ⊗C L−(ν) (globally on X) as a sheaf of abelian groups.
(ii) Assume that λ ∈ P satisfies the condition (11.2.8). Then Im(iν) is a direct

summand of M ⊗OX
L(ν) ⊗C L+(−ν) (globally on X) as a sheaf of abelian

groups.

Proof. In general, if M1, . . . , Mk are g-modules, then their tensor product M1 ⊗· · ·⊗
Mk is also a g-module by

x · (m1 ⊗ · · · ⊗ mk) =
k∑

i=1

m1 ⊗ · · · ⊗ x · mi ⊗ · · · ⊗ mk (x ∈ g and mi ∈ Mi).

Since M, L(ν), L±(∓ν) are g-modules, M ⊗OX
L(ν) ⊗C L+(−ν) are also g-

modules, hence are U(g)-modules. Moreover, we easily see that (11.4.3) and (11.4.4)
are homomorphisms of U(g)-modules. Decomposing these U(g)-modules by the
action of the center z of U(g), we shall show that Ker(pν) and Im(iν) are direct
summands.

Note that L−(ν) has a filtration

L−(ν) = L1 ⊃ L2 ⊃ · · · ⊃ Lr−1 ⊃ Lr = {0} (11.4.5)

by B-submodules Li satisfying the following conditions (a), (b):

(a) Li/Li+1 is the irreducible B-module which corresponds to µi ∈ P . In particular,
we have dim Li/Li+1 = 1.

(b) {µ1, . . . , µr−1} are the weights of L−(ν), and we have µi < µj ⇒ i < j and
µi = ν ⇐⇒ i = 1.

Now consider the trivial vector bundle X × L−(ν) which corresponds to the sheaf
OX ⊗C L−(ν). We define a filtration

X × L−(ν) = U1 ⊃ U2 ⊃ · · · ⊃ Ur−1 ⊃ Ur (11.4.6)

of X × L−(ν) by

Ui = {(gB, l) ∈ X × L−(ν) | l ∈ g(Li)}. (11.4.7)

Denote by V i the OX-submodule of OX ⊗C L−(ν) consisting of sections of Ui . Then
the filtration

OX ⊗C L−(ν) = V1 ⊃ V2 ⊃ · · · · · · ⊃ Vr = 0 (11.4.8)

satisfies the condition V i/V i+1 ∼= L(µi). Therefore, M ⊗C L−(ν) has a filtration

M ⊗C L−(ν) = V1 ⊃ V2 ⊃ · · · ⊃ Vr = 0 (11.4.9)

satisfying V i/V i+1 ∼= M⊗OX
L(µi). Similarly, we can define a filtration of M⊗OX

L(ν) ⊗C L+(−ν)
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M ⊗OX
L(ν) ⊗C L+(−ν) = Wr ⊃ Wr−1 ⊃ · · · ⊃ W1 = 0 (11.4.10)

so that we have W i+1/W i ∼= M⊗OX
L(ν −µi). Note that the preceding morphisms

pν and iν coincide with the natural morphisms V1 → V1/V2 and W2 → Wr , respec-
tively. Now let us consider the action of z. Since M ⊗OX

L(µ) is a Dλ+µ-module,
for any z ∈ z we have (z − χλ+µ(z))(M ⊗OX

L(µ)) = 0 by Proposition 11.3.2. So,
it follows from (11.4.9) and (11.4.10) that

r−1∏
i=1

(z − χλ+µi
(z))(M ⊗C L−(ν)) = 0, (11.4.11)

r−1∏
i=1

(z − χλ+ν−µi
(z))(M ⊗OX

L(ν) ⊗C L+(−ν)) = 0, (11.4.12)

for any z ∈ z. In particular, the actions of z on M ⊗C L−(ν) and M ⊗OX
L(ν) ⊗C

L+(−ν) are locally finite. In general let N be a vector space equipped with a locally
finite z-action. For a central character χ , we set

Nχ = {n ∈ N | ∀z ∈ z, ∃p ∈ N; (z − χ(z))pn = 0}.
Then, it follows from the commutativity of z that we get a direct sum decomposition
N = ⊕

χ Nχ . Applying this general result to our situation, we obtain

M ⊗C L−(ν) =
⊕

χ

(M ⊗C L−(ν))χ , (11.4.13)

M ⊗OX
L(ν) ⊗C L+(−ν) =

⊕
χ

(M ⊗OX
L(ν) ⊗C L+(−ν))χ . (11.4.14)

Therefore, it remains for us to prove the following two assertions:

Under the condition (11.2.10), χλ+µi
= χλ+ν implies i = 1. (11.4.15)

Under the condition (11.2.8), χλ+ν−µi
= χλ implies i = 1. (11.4.16)

First we prove (11.4.15). If χλ+µi
= χλ+ν , then there exists an element w ∈ W such

that w(λ + µi) = λ + ν, that is, (w(λ) − λ) + (w(µi) − ν) = 0. By (11.2.10) we
have w(λ)−λ � 0. Since w(µi) is also a weight of L−(ν), we have w(µi)− ν � 0.
Consequently we obtain w(λ) − λ = w(µi) − ν = 0. By (11.2.10) and w(λ) = λ

we get w = 1 and hence µi = ν. This implies i = 1.
Next we prove (11.4.16). By χλ+ν−µi

= χλ there exists an element w ∈ W such
that w(λ) = λ+ν−µi . By (µi −ν)+(w(λ)−λ) = 0, µi −ν � 0 and w(λ)−λ � 0,
we have µi = ν. This implies i = 1. ��
Proof of Theorem 11.2.3. Note that Hk(X, M) = lim−→N

Hk(X, N ), where N ranges

through the family of coherent OX-submodules of M. Hence it suffices to show that
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Hk(X, N ) → Hk(X, M) (k 	= 0) is the zero map for any coherent OX-submodule
N . According to Theorem 9.11.2 (ii) there exists ν ∈ −P + such that Hk(X, N ⊗
L(ν)) = 0. For such ν ∈ −P + let us consider the following commutative diagram:

Hk(X, N ) −−−−−−−−−−−−−−−−−−→ Hk(X, M)⏐⏐	 ⏐⏐	 (iν)∗
Hk(X, N ⊗OX

L(ν) ⊗ L+(−ν))−−−−→Hk(X, M ⊗OX
L(ν) ⊗ L+(−ν)).

We have Hk(X, N ⊗OX
L(ν)⊗CL+(−ν)) = Hk(X, N ⊗OX

L(ν))⊗CL+(−ν) = 0.
On the other hand, the map (iν)∗ is injective by Proposition 11.4.1 (ii) . Hence
Hk(X, N ) → Hk(X, M) is the zero map. ��
Proof of Theorem 11.2.4. Denote the image of the morphism Dλ ⊗U(g) �(X, M) →
M by M′ and set M′′ = M/M′. We have to show that M′′ = 0. Assume
M′′ 	= 0. If we take a coherent OX-submodule N 	= 0 of M′′, then there exists
ν ∈ −P + so that �(X, N ⊗OX

L(ν)) 	= 0 by Theorem 9.11.2 (ii). In particular, we
have �(X, M′′ ⊗OX

L(ν)) 	= 0. On the other hand, the map �(X, M′′ ⊗C L−(ν)) =
�(X, M′′)⊗CL−(ν) → �(X, M′′⊗OX

L(ν)) is surjective by Proposition 11.4.1 (i).
Therefore, we obtain �(X, M′′) 	= 0. Now let us consider the exact sequence

0 −→ �(X, M′) −→ �(X, M) −→ �(X, M′′) −→ 0,

(the exactness follows from Theorem 11.2.3). Note that there exists an isomorphism

�(X, M′) −→∼ �(X, M) by the definition of M′. Hence we get �(X, M′′) = 0.
This is a contradiction. Thus we must have M′′ = 0. ��

11.5 Equivariant representations and equivariant D-modules

The g-modules which can be lifted to representations of a certain large subgroup K

of G are especially important in representation theory. Such g-modules are called
K-equivariant g-modules, or simply (g, K)-modules. As a large subgroup K of G,
we mainly consider the following two cases:

K = B (a Borel subgroup). (11.5.1){
K = Gθ = {g ∈ G | θ(g) = g},
where θ is an involution of G.

(11.5.2)

We will treat the case (11.5.1) in Chapter 12. The case (11.5.2) is closely related to
the study of admissible representations of real semisimple Lie groups. The precise
definition of K-equivariant g-modules is as follows.

Definition 11.5.1. Let K be a closed subgroup of G and set k = Lie(K). We say that
a (not necessarily finite-dimensional) vector space M over C is a K-equivariant g-
module, if it has both a g-module structure and a K-module structure (see Section 9.6)
satisfying the following conditions:
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The action of k on M obtained by differentiating that of K

coincides with the restriction of the g-action.
(11.5.3)

k · (a · m) = ((Ad(k))(a) · (k · m) (k ∈ K, a ∈ g, m ∈ M). (11.5.4)

We denote the category of K-equivariant g-modules by Mod(g, K). Moreover,
Mod(g, χ, K) (resp. Modf (g, χ, K)) stands for its full subcategory consisting of
objects of which also belong to Mod(g, χ) (resp. Modf (g, χ)) as g-modules.

From now on, we introduce D-modules which correspond to K-equivariant g-
modules. Assume that an algebraic group K is acting on a smooth algebraic variety
Y . We define morphisms p2 : K × Y → Y , σ : K × Y → Y , m : K × K → K

by p2(k, y) = y, σ(k, y) = ky, m(k1, k2) = k1k2, respectively. Just by imitating the
definition of K-equivariant locally free OY -modules in Chapter 9, we can define the
notion of K-equivariant D-modules as follows.

Definition 11.5.2. Let M be a DY -module. Suppose that we are given an isomor-
phism

ϕ : p∗
2M ∼−→ σ ∗M (11.5.5)

of DK×Y -modules satisfying the cocycle condition. Then we we say that M is
a K-equivariant DY -module. Here the cocycle condition is the commutativity of
the diagram obtained by replacing V with M in (9.10.10). We denote the abelian
category of OY -quasi-coherent (resp. DY -coherent) and K-equivariant DY -modules
by Modqc(DY , K) (resp. Modc(DY , K)).

By D−ρ = DX we have Mod(g, χ−ρ) ∼= Modqc(DX) and Modf (g, χ−ρ) ∼=
Modc(DX) by Corollary 11.2.6.

Theorem 11.5.3. For any closed subgroup K of G, we have Mod(g, χ−ρ, K) ∼=
Modqc(DX, K) and Modf (g, χ−ρ, K) ∼= Modc(DX, K).

Proof. Since K is an affine variety, it is D-affine in the sense that the category
Modqc(DK) is equivalent to that of �(K, DK)-modules (see Proposition 1.4.3).
Moreover, we have also proved that the flag variety X of G is D-affine (see Corol-
lary 11.2.6). The arguments used to prove the D-affinity of X can also be applied
to K × X as well and we conclude that K × X is D-affine. Namely, the cate-
gory Modqc(DK×X) is equivalent to the category of �(K × X, DK×X)-modules.
As a result, giving an isomorphism ϕ : p∗

2M → σ ∗M of DK×X-modules for
M ∈ Modqc(DX) is equivalent to giving an isomorphism

ϕ̃ : �(K × X, p∗
2M) → �(K × X, σ ∗M) (11.5.6)

of �(K × X, DK×X)-modules. Note that we have

�(K × X, p∗
2M) ∼= �(K × X, OK � M) (11.5.7)

∼= �(K, OK) ⊗ �(X, M).
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On the other hand, if we define morphisms εi : K × X → K × X (i = 1, 2) by
ε1(k, x) = (k, kx), ε2(k, x) = (k, k−1x), then it follows from ε1 = ε−1

2 , p2 ◦ ε1 =
σ that

�(K × X, σ ∗M) ∼= �(K × X, ε∗
1p∗

2M) ∼= �(K × X, (ε2)∗p∗
2M) (11.5.8)

∼= �(K × X, p∗
2M) ∼= �(K, OK) ⊗ �(X, M).

Therefore, both �(K×X, p∗
2M) and �(K×X, σ ∗M) are isomorphic to �(K, OK)⊗

�(X, M) as vector spaces. To distinguish the two actions of �(K × X, DK×X)

on �(K, OK) ⊗ �(X, M) defined by (11.5.7) and (11.5.8), we denote the ac-
tion through the isomorphism (11.5.7) by (ξ, n) �→ ξ • n, and the one through
the isomorphism (11.5.8) by (ξ, n) �→ ξ � n (where ξ ∈ �(K × X, DK×X),
n ∈ �(K, OK) ⊗ �(X, M)). We give descriptions of these actions in the following.

Note that we have

�(K × X, DK×X) ∼= �(K × X, DK � DX) = �(K, DK) ⊗ �(X, DX)

and
�(K, DK) ∼= �(K, OK) ⊗C U(k),

where k = Lie(K) is identified with the set of left invariant vector fields on K . In
particular, �(K, DX) is generated by �(K, OK) and k. Moreover, it follows from
Theorem 11.2.2 that �(X, DX) ∼= U(g)/U(g) Ker χ−ρ . In particular, �(X, DX) is
generated by the vector fields p = �−ρ(p) on X corresponding to p ∈ g. Now
note that an element h ⊗ m in �(K, OK) ⊗ �(X, M) corresponds to the section
h ◦ p1 ⊗ p−1

2 m of p∗
2M = OK×X ⊗

p−1
2 OX

p−1
2 M (resp. the section h ◦ p1 ⊗ σ−1m

of σ ∗M = OK×X⊗σ−1OX
σ−1M) through the isomorphism (11.5.7) (resp. (11.5.8)),

where p1 : K×X → K is the first projection. Then it follows from these observations
and simple computations that⎧⎪⎨⎪⎩

(f ⊗ 1) • (h ⊗ m) = f h ⊗ m (f ∈ �(K, OK)),

(a ⊗ 1) • (h ⊗ m) = a · h ⊗ m (a ∈ k),

(1 ⊗ p) • (h ⊗ m) = h ⊗ p · m (p ∈ g),

(11.5.9)

⎧⎪⎨⎪⎩
(f ⊗ 1) � (h ⊗ m) = f h ⊗ m (f ∈ �(K, OK)),

(a ⊗ 1) � (h ⊗ m) = a · h ⊗ m − (1 ⊗ a) � (h ⊗ m) (a ∈ k) ,

(1 ⊗ p) � (h ⊗ m) = ∑
i hhi ⊗ pi · m (p ∈ g),

(11.5.10)

where we set Ad(k)p = ∑
i hi(k)pi (k ∈ K , hi ∈ �(K, OK), pi ∈ g). Since the

two actions of �(K, OK) ⊗ 1 are the same as we see in the formula above, the map
ϕ̃ is uniquely determined by its restriction

ϕ̂ : �(X, M) → �(K, OK) ⊗ �(X, M) (11.5.11)

to �(X, M) = 1 ⊗ �(X, M). From this map we obtain a morphism

τ : K × �(X, M) → �(X, M) (11.5.12)
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defined by

ϕ̂(m) =
∑

i

hi ⊗ mi =⇒ τ(k, m) =
∑

i

hi(k)mi. (11.5.13)

Hence giving a homomorphism (11.5.6) of �(K, OK)-modules is equivalent to giving
an algebraic morphism (11.5.12) satisfying the condition

τ(k, m) is linear with respect to m ∈ �(X, M). (11.5.14)

Furthermore, the cocycle condition for ϕ is equivalent to the condition

τ(k1, τ (k2, m)) = τ(k1k2, m) (k1, k2 ∈ K, m ∈ �(X, M)). (11.5.15)

Therefore, giving an isomorphism (11.5.6) of �(K, OK)-modules such that the corre-
sponding morphism ϕ : p∗

2M → σ ∗M satisfies the cocycle condition is equivalent
to giving a K-module structure on �(X, M) (k · m = τ(k, m)). Finally, by using
(11.5.9), (11.5.10) we can easily check that the conditions for ϕ̃ to preserve the actions
of k ⊗ 1, 1 ⊗ g correspond, respectively, to (11.5.3), (11.5.4). This completes the
proof. ��
Remark 11.5.4. We can also define for general λ the notion of K-equivariant Dλ-
modules. Moreover, if λ satisfies the condition (11.2.10) we have an equivalence
of categories Mod(g, χλ, K) ∼= Modqc(Dλ, K) (see [Kas14]). However, in order to
present such general results we need to define an action of K on Dλ, by which the
arguments become more complicated. In order to avoid it we only treat in this book
the special case where λ = −ρ.

11.6 Classification of equivariant D-modules

When a subgroup K of G is either (11.5.1) or (11.5.2), there exist only finitely many
K-orbits on X (in the case (11.5.1) it is a consequence of Theorem 9.9.4, and in the
case (11.5.2) this is a result of T. Matsuki [Mat]). This is one way of saying that K is
sufficiently “large.’’ In such cases the following remarkable results hold.

Theorem 11.6.1. Let Y be a smooth algebraic variety and K an algebraic group
acting on Y . Suppose that there exist only finitely many K-orbits on Y . Denote the
category of K-equivariant regular holonomic DY -modules by Modrh(DY , K). We
denote also by ϒ(K, Y ) the set of pairs (O, L) of a K-orbit O ⊂ Y and an irreducible
K-equivariant local system L on Oan (the notion of K-equivariant local systems can
be defined in the same way as in the case of equivariant D-modules. We call an
irreducible object in the category of K-equivariant local systems an irreducible K-
equivariant local system). Then we have the following:

(i) Modc(DY , K) = Modrh(DY , K). That is, the regular holonomicity of a coherent
DY -module follows from the K-equivariance.
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(ii) The irreducible objects in Modc(DY , K) are parameterized by the set ϒ(K, Y ).

Proof. (i) We first consider the case when Y consists of a single K-orbit, i.e., the case
when Y = K/K ′ for a subgroup K ′ of K . Denoting the one-point algebraic variety
by pt = {x0} we define morphisms

σ : K × Y → Y, p2 : K × Y → Y, i : K → K × Y,

π : K → Y, j : pt → Y, l : K → pt

by σ(k1, k2K ′) = k1k2K ′, p2(k1, k2K ′) = k2K ′, i(k) = (k−1, kK ′), π(k) = kK ′,
j (x0) = K ′, l(k) = x0, respectively. Then for any M ∈ Modc(DY , K) we have

π∗M = (p2 ◦ i)∗M = i∗p∗
2M ∼= i∗σ ∗M = (σ ◦ i)∗M

= (j ◦ l)∗M = l∗j∗M = OK ⊗C (j∗M)x0 ,

and it follows from the coherence of π∗M that dim(j∗M)x0 < ∞. This implies that
π∗M ∼= OK ⊗C (j∗M)x0 is a regular holonomic D-module. Since π is smooth, M
itself is also regular holonomic.

The general case can be proved by induction on the number of K-orbits. Let
M ∈ Modc(DY , K). Take a closed K-orbit O in Y , set Y ′ = Y\O and consider the
injections i : O ↪→ Y , j : Y ′ ↪→ Y . Then we have a distinguished triangle∫

i

i†M −→ M −→
∫

j

j†M +1−→ .

By our inductive assumption, (the cohomology sheaves of) j†M and i†M are regular
holonomic. Hence (the cohomology sheaves of)

∫
j

j†M and
∫

i
i†M are as well. This

implies that M is also regular holonomic.
(ii) By the Riemann–Hilbert correspondence the category Modrh(DY , K) is

equivalent to the category Perv(CY , K) of K-equivariant perverse sheaves on Y an.
The irreducible objects of Perv(CY , K) are parameterized by the set ϒ(K, Y ), where
a pair (O, L) ∈ ϒ(K, Y ) corresponds to the intersection cohomology complex
ICY (L). ��
Remark 11.6.2. Let O = K/K ′ be a K-orbit. Then the category of K-equivariant
local systems on Oan is equivalent to that of finite-dimensional representations of
K ′/(K ′)0 (here (K ′)0 is the identity component subgroup of K ′). In particular, there
exists a one-to-one correspondence between irreducible K-equivariant local systems
on Oan and irreducible representations of the finite group K ′/(K ′)0.

By Theorem 11.5.3 and 11.6.1 we obtain the following result.

Corollary 11.6.3. Let K be a closed subgroup of G for which there exist only finitely
many K-orbits on the flag variety X of G. Then the irreducible K-equivariant g-
modules with the central character χ−ρ are parameterized by the set ϒ(K, X).

Although we stated our results only in the case where the central character is χ−ρ ,
we can argue similarly also in the general case to get a geometric classification of
irreducible K-equivariant g-modules. When K is of type (11.5.2), we thus obtain a
classification of irreducible admissible representations of real semisimple Lie groups.
This gives a new approach to the Langlands classification.
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Character Formula of Highest Weight Modules

In this chapter we will give an account of the famous character formula for irreducible
highest weight modules over semisimple Lie algebras (the Kazhdan–Lusztig conjec-
ture, a theorem due to Brylinski–Kashiwara and Beilinson–Bernstein). It became a
starting point of various applications of D-module theory to representation theory.

12.1 Highest weight modules

Let M be a (not necessarily finite-dimensional) h-module. For each µ ∈ h∗ we set

Mµ = {m ∈ M | hm = µ(h)m (h ∈ h)} (12.1.1)

and call it the weight space of M with weight µ. When Mµ 	= {0}, we say that µ is a
weight of M and the elements of Mµ are called weight vectors with weight µ. If an
h-module M satisfies the conditions

M =
⊕
µ∈h∗

Mµ, (12.1.2)

dim Mµ < ∞ (µ ∈ h∗), (12.1.3)

then we call M a weight module and define its character by the formal infinite sum

ch(M) =
∑
µ∈h∗

(dim Mµ)eµ. (12.1.4)

Definition 12.1.1. Let λ ∈ h∗, and let M be a g-module. If there is an element m 	= 0
of M such that

m ∈ Mλ, nm = {0}, U(g)m = M, (12.1.5)

we say that M is a highest weight module with highest weight λ. In this case m is
called a highest weight vector of M .
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Lemma 12.1.2. Let M be a highest weight module with highest weight λ, and let m

be its highest weight vector.

(i) M = U(n−)m. Namely, M is generated by m as an n−-module.
(ii) M = ⊕

µ�λ Mµ and Mλ = Cm. In particular, M is a weight module as an h-
module and the highest weight vector of M is uniquely determined up to constant
multiples. (Here, the partial ordering of h∗ is the one defined in (9.3.17)).

Proof. (i) By m ∈ Mλ we have U(h)m = Cm. It also follows from nm = 0 that
U(n)m = Cm. By g = n− ⊕ h ⊕ n and PBW we have U(g) = U(n−)U(h)U(n).
Therefore,

M = U(g)m = U(n−)m.

(ii) Note that n− is an h-module by the adjoint action. We can extend it to the
adjoint action of h on the whole U(n−) by

ad(h)u = hu − uh (h ∈ h, u ∈ U(n−)).

By n− = ⊕
α∈�+ g−α and U(n−)µU(n−)ν ⊂ U(n−)µ+ν we have a direct sum

decomposition U(n−) = ⊕
µ�0 U(n−)µ. Hence by U(n−)µMν ⊂ Mµ+ν we obtain

M = U(n−)m =
∑
µ�λ

Mµ =
⊕
µ�λ

Mµ (Mµ = U(n−)µ−λm).

The assertion Mλ = Cm follows from U(n−)0 = C1. ��
Now let us introduce the notion of Verma modules which plays a crucial role in

subsequent arguments. For each λ ∈ h∗ we set

M(λ) = U(g)/(U(g)n +
∑
h∈h

U(g)(h − λ(h)1)). (12.1.6)

Since U(g) is a left U(g)-module by its left multiplication and M(λ) is a quotient of
U(g) by a left U(g)-submodule, M(λ) is naturally a left U(g)-module. We set

mλ = 1 ∈ M(λ). (12.1.7)

Lemma 12.1.3.
(i) The natural homomorphism U(n−) → M(λ) (u �→ umλ) is an isomorphism. In

other words, M(λ) is a free U(n−)-module of rank one with a free generator mλ.
(ii) The g-module M(λ) is a highest weight module with highest weight λ.

(iii) Assume that M is a highest weight module with highest weight λ. Let m ∈ M be a
highest weight vector of M . Then there exists a unique surjective homomorphism
f : M(λ) → M of U(g)-modules such that f (mλ) = m.

Proof. We first show (i). Set I = U(g)n+∑h∈h U(g)(h−λ(h)1). Then it is enough
to prove that U(g) = U(n−) ⊕ I . By PBW there exists an isomorphism
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U(n−) ⊗ U(h) ⊗ U(n)
∼−→ U(g) (u1 ⊗ u2 ⊗ u3 �→ u1u2u3) (12.1.8)

of vector spaces. Hence we have∑
h∈h

U(g)(h − λ(h)1) =
∑
h∈h

U(n−)U(h)U(n)(h − λ(h)1)

=
∑
h∈h

U(n−)U(h)(C ⊕ U(n)n)(h − λ(h)1)

⊂ U(n−)

(∑
h∈h

U(h)(h − λ(h)1)

)
+ U(g)n.

Therefore,

I = U(g)n + U(n−)
∑
h∈h

U(h)(h − λ(h)1).

Finally, by (12.1.8) we have the following chain of isomorphisms:

U(g) = U(n−)U(h)U(n)

= U(n−)U(h)(C ⊕ U(n)n)

= U(n−)U(h) ⊕ U(g)n

= U(n−)

(
C ⊕

∑
h∈h

U(h)(h − λ(h)1)

)
⊕ U(g)n

= U(n−) ⊕ I.

This completes the proof of (i). By (i) we get M(λ) 	= 0, and (ii) follows from this.
The assertion (iii) also follows directly from the definition of M(λ). ��

We call M(λ) the Verma module with highest weight λ. The characters of Verma
modules can be computed easily as follows. By Lemma 12.1.3 (i) we have M(λ)µ

∼=
U(n−)µ−λ, and hence

ch(M(λ)) =
∑
µ

dim M(λ)µeµ =
∑
β�0

dim U(n−)βeλ+β

= eλ
∑
β�0

dim U(n−)βeβ.

Moreover, by PBW we obtain∑
β�0

dim U(n−)βeβ =
∏

β∈�+
(1 + e−β + e−2β + · · · · · · ) = 1∏

β∈�+(1 − e−β)
,

and hence we get the character formula
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ch(M(λ)) = eλ∏
β∈�+(1 − e−β)

. (12.1.9)

According to Lemma 12.1.3 (iii), any highest weight module is a quotient of a
Verma module. Namely, Verma modules are the “largest’’ highest weight modules.
The existence of the “smallest’’highest weight modules is also guaranteed by the next
lemma.

Lemma 12.1.4. Let λ ∈ h∗. Then there exists a unique maximal proper g-submodule
of M(λ).

Proof. Let N be a proper g-submodule of M(λ). Since submodules of a weight
module are also weight modules, we have a direct sum decomposition

N =
⊕
µ�λ

(
M(λ)µ ∩ N

)
.

Moreover, by dim M(λ)λ = 1 and M(λ) = U(g)M(λ)λ we have M(λ)λ ∩ N =
0. In particular, we obtain N ⊂ ⊕

µ<λ M(λ)µ. Therefore, the sum of all proper
submodules is also contained in

⊕
µ<λ M(λ)µ. This is the largest proper submodule

of M(λ). ��
Denote by K(λ) the largest proper submodule of M(λ) and set

L(λ) = M(λ)/K(λ). (12.1.10)

It is clear from the definition that L(λ) is a highest weight module with highest weight
λ, which is irreducible as a g-module. If M is a highest weight module with highest
weight λ, then we have two surjective homomorphisms

M(λ)
ϕ−→ M, M

ψ−→ L(λ)

of g-modules. These homomorphisms are uniquely determined up to constant mul-
tiples. In this sense, M(λ) (resp. L(λ)) is the “largest’’ (resp. “smallest’’) highest
weight module with highest weight λ. It is natural to ask the following problem.

Basic Problem 12.1.5. Compute the character ch L(λ) of the irreducible highest
weight module L(λ).

Although the character of the Verma module M(λ) was fairly easily computed
as (12.1.9), the computation of the character of L(λ) is much more difficult. This is
because L(λ) is a quotient of the Verma module M(λ) by a submodule K(λ) which
admits no explicit description in general. However, in the case of dominant integral
highest weights λ ∈ P +, we have an isomorphism L+(λ) � L(λ) (recall that L+(λ)

is the finite-dimensional irreducible g-module with highest weight λ introduced in
Section 9.5). In this case we have
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ch(L(λ)) =
∑

w∈W (−1)l(w)ew(λ+ρ)−ρ∏
β∈�+(1 − e−β)

(12.1.11)

=
∑
w∈W

(−1)l(w) ch(M(w(λ + ρ) − ρ))

by Weyl’s character formula. Therefore, our problem is to generalize the celebrated
Weyl character formula to general highest weights.

Lemma 12.1.6. Let M be a highest weight module with highest weight λ. Then for
any z ∈ z = (the center of U(g)) and m ∈ M we have

zm = χλ+ρ(z)m.

Proof. Let m0 be a highest weight vector of M . By M = U(g)m0 it is enough to
show that zm0 = χλ+ρ(z)m0 for any z ∈ z. Let us write

z = u + v (u ∈ U(h) ∼= C[h∗], v ∈ n−U(g) ∩ U(g)n)

(see Lemma 9.4.4). By nm0 = 0 we have zm0 = um0 = u(λ)m0. Moreover, by the
definition of the Harish-Chandra homomorphism we obtain u(λ) = (γ (z))(λ+ρ) =
χλ+ρ(z). ��
Proposition 12.1.7. Let M be a highest weight g-module with highest weight λ. Then
M has a composition series of finite length, and each composition factor in it is
isomorphic to an irreducible g-module L(µ) associated to µ ∈ h∗ satisfying the
condition

µ � λ, µ + ρ ∈ W(λ + ρ). (12.1.12)

Proof. If M is irreducible, then our assertion is obvious. So suppose that M is not
irreducible and take a proper submodule N 	= 0 of M . Then N is a weight module,
and any weight ν of N is a weight of M . Since N is a proper submodule, this weight
ν must satisfy ν < λ. We can choose a weight µ (µ < λ) of N which is maximal in
the set of weights of N because the number of µ’s satisfying ν � µ < λ is finite. If m

is a non-zero vector of Nµ, then by gαNµ ⊂ Nµ+α and the maximality of µ implies
nm = 0. This implies that U(g)m is a highest weight module with highest weight µ.
Hence we may assume from the beginning that N is a highest weight module with
highest weight µ. In this situation, we can prove

µ < λ, µ + ρ ∈ W(λ + ρ). (12.1.13)

Indeed, by Lemma 12.1.6 for any z ∈ z we have z|M = χλ+ρ(z)id and z|N =
χµ+ρ(z)id. Consequently we get χλ+ρ = χµ+ρ . Hence it follows from Propo-
sition 9.4.5 that µ + ρ ∈ W(λ + ρ). If N is not irreducible, applying the same
argument to N itself we can find a proper highest weight submodule N ′ 	= 0 of N

whose highest weight µ′ satisfies

µ′ < µ < λ, µ′ + ρ ∈ W(µ + ρ) = W(λ + ρ).
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Since W(λ+ρ) is a finite set, repeating this procedure we obtain a proper irreducible
submodule N1 	= 0 of M having a highest weight µ satisfying the condition (12.1.13).
Now M ′ = M/N1 is a highest weight module with highest weight λ. If M ′ is
irreducible, we are done. Otherwise, we apply the above arguments to M ′ instead of
M . By repeating this procedure, we finally get an increasing sequence

0 = N0 ⊂ N1 ⊂ N2 ⊂ · · · ⊂ M (12.1.14)

of proper submodules of M such that Ni/Ni−1 ∼= L(µi), µi < λ, µi +ρ ∈ W(λ+ρ).
The number of i’s such that µi = µ for any given µ satisfying the condition (12.1.13)
does not exceed dim Mµ, because ch(Nj ) = ∑j

i=1 ch(Ni/Ni−1). Since W(λ + ρ)

is a finite set, the increasing sequence (12.1.14) must terminate after a finite number
of steps. ��

Let us denote by [M(λ) : L(µ)] the multiplicity of L(µ) appearing in a composi-
tion series of the Verma module M(λ) (by Artin–Schreier theorem, this number does
not depend on the choice of composition series). Then we have

ch(M(λ)) =
∑
µ

[M(λ) : L(µ)] ch(L(µ)). (12.1.15)

Now we consider the following problem.

Basic Problem 12.1.8. Compute the multiplicity [M(λ) : L(µ)].
Let us consider the equivalence relation on h∗ defined by

λ ∼ µ ⇐⇒ λ − µ ∈ Q, µ + ρ ∈ W(λ + ρ). (12.1.16)

Then by Proposition 12.1.7 we have [M(λ) : L(µ)] 	= 0 only if λ∼µ. Hence it is
enough to study Basic Problem 12.1.8 within each equivalence class. Now fix an
equivalence class � ⊂ g∗ and for any pair λ, µ ∈ � set aµλ = [M(λ) : L(µ)]. Then
we have

aµλ ∈ N, aλλ = 1; if λ � µ, then aµλ = 0. (12.1.17)

Therefore, the inverse matrix (bµλ)µ,λ∈� of (aµλ)µ,λ∈� satisfies the conditions

bµλ ∈ Z, bλλ = 1; if λ � µ, then bµλ = 0. (12.1.18)

Using this notation we have

ch(M(λ)) =
∑
µ∈�

aµλ ch(L(µ)) (λ ∈ �), (12.1.19)

ch(L(λ)) =
∑
µ∈�

bµλ ch(M(µ)) (λ ∈ �), (12.1.20)

which shows that Basic Problem 12.1.8 is equivalent to Basic Problem 12.1.5. This
problem was initiated by Verma in the late 1960s and was intensively studied by
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many mathematicians (Bernstein–Gelfand–Gelfand, Jantzen) in the 1970s. The final
answer was given by Beilinson–Bernstein and Brylinski–Kashiwara around 1980 (the
settlement of the Kazhdan–Lusztig conjecture). This spectacular application of D-
module theory was astonishing to the researchers of representation theory, who had
been studying this problem by purely algebraic methods.

Example 12.1.9. Consider the case of g = sl(2, C). Let us take the basis h, e, f of
g in Example 9.5.3. Then we have h = Ch, h∗ = Cρ, ρ(h) = 1. For each k ∈ C the
Verma module M(kρ) is given by

M(kρ) =
∞⊕

n=0

Cvn (v−1 = 0),

hvn = (k − 2n)vn, f vn = vn+1, evn = n(k + 1 − n)vn−1.

Hence for k /∈ N the Verma module M(kρ) is irreducible and M(kρ) = L(kρ). For
k ∈ N the largest proper submodule of M(kρ) is given by

⊕∞
n=k+1 Cvn, and it is

isomorphic to M(−(k + 2)ρ) = L(−(k + 2)ρ). Therefore, the answer to our basic
problems in this case is given by

M(kρ) = L(kρ) (k /∈ N), (12.1.21)

ch(M(kρ)) = ch(L(kρ)) + ch(L(−(k + 2)ρ)) (k ∈ N), (12.1.22)

ch(L(kρ)) = ch(M(kρ)) − ch(M(−(k + 2)ρ)) (k ∈ N). (12.1.23)

12.2 Kazhdan–Lusztig conjecture

We will give the answer to Basic Problems 12.1.5, 12.1.8 for the equivalence class
� containing −2ρ with respect to the equivalence relation (12.1.16) on h∗. In this
case we have � = {−wρ − ρ | w ∈ W }, and hence � is parameterized by the Weyl
group W . If we denote the longest element of W by w0, we have −w0ρ − ρ = 0 and
hence 0 ∈ �. See Remark 12.2.8 below for other equivalence classes.

Note that the highest weight g-modules M such as M(−wρ − ρ), L(−wρ − ρ)

that we will treat are locally finite as b-modules (that is, for any m ∈ M we have
dim U(b)m < ∞). Moreover, M is a weight module as an h-module, and their
weights belong to P . Therefore, the action of b on M can be lifted to an algebraic B-
action, and M is a B-equivariant g-modules in the sense of Section 11.5. Furthermore,
by Lemma 12.1.6 such a g-module M has the central character χ−ρ . Namely, we have

M(−wρ − ρ), L(−wρ − ρ) ∈ Modf (g, χ−ρ, B) (w ∈ W). (12.2.1)

By the arguments similar to those in Proposition 12.1.7, we have the following.

Proposition 12.2.1. Let M ∈ Modf (g, χ−ρ, B). Then M has a composition series
of finite length, and each composition factor is isomorphic to an irreducible g-module
L(−wρ − ρ) for some w ∈ W .
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We denote by K(Modf (g, χ−ρ, B)) the Grothendieck group of the abelian cat-
egory Modf (g, χ−ρ, B). It is a free Z-module with a basis

{[L(−wρ − ρ)]}
w∈W

.
By the arguments in Section 12.1

{[M(−wρ − ρ)]}
w∈W

is also a basis of
K(Modf (g, χ−ρ, B)). Hence the basic problem in Section 12.1 is to determine the
transfer matrices between these two bases of the free Z-module K(Modf (g, χ−ρ, B)).
Namely, if we have [

L(−wρ − ρ)
] =

∑
y

byw

[
M(−yρ − ρ)

]
, (12.2.2)

[
M(−wρ − ρ)

] =
∑

y

ayw

[
L(−yρ − ρ)

]
in K(Modf (g, χ−ρ, B)), then we have

ch(L(−wρ − ρ)) =
∑

y

byw ch(M(−yρ − ρ)), (12.2.3)

ch(M(−wρ − ρ)) =
∑

y

ayw ch(L(−yρ − ρ)).

and

(ay,w)y,w∈W =
(
(by,w)y,w∈W

)−1
. (12.2.4)

Example 12.2.2. In the case of g = sl(2, C) we have W = {e, s}. By Example 12.1.9
we get

aee = ass = aes = 1, ase = 0,

bee = bss = 1, bes = −1, bse = 0

in this case.

To state the solution to our basic problems we need some results on the Hecke
algebra H(W) of the Weyl group W . If we set S = {sα | α ∈ $} ⊂ W , then the pair
(W, S) is a Coxeter group. In general the Hecke algebra H(W) is defined for any
Coxeter group (W, S) as follows. Let us consider a free Z[q, q−1]-module H(W)

with the basis {Tw}w∈W . We can define a Z[q, q−1]-algebra structure on H(W) by

Tw1Tw2 = Tw1,w2 (l(w1) + l(w2) = l(w1w2)) (12.2.5)

(Ts + 1)(Ts − q) = 0 (s ∈ S). (12.2.6)

Note that Te = 1 by (12.2.5), where e is the identity element of W . We call this
Z[q, q−1]-algebra the Hecke algebra of (W, S). The Hecke algebras originate from
the study by N. Iwahori on reductive groups over finite fields, and they are sometimes
called Iwahori–Hecke algebras.

Proposition 12.2.3. There exists a unique family {Py,w(q)}y,w∈W of polynomials
Py,w(q) ∈ Z[q] (y, w ∈ W ) satisfying the following conditions:



12.2 Kazhdan–Lusztig conjecture 297

Py,w(q) = 0 (y � w), (12.2.7)

Pw,w(q) = 1 (w ∈ W), (12.2.8)

deg Py,w(q) � (l(w) − l(y) − 1)/2 (y < w), (12.2.9)∑
y�w

Py,w(q)Ty = ql(w)
∑
y�w

Py,w(q−1)T −1
y−1. (12.2.10)

We call Py,w(q) the Kazhdan–Lusztig polynomial.

Example 12.2.4. When g = sl(2, C) we have

Pee = Pss = Pes = 1, Pse = 0.

More generally, in the case where |S| � 2 we have

Py,w(q) =
{

1 (y � w),

0 (y 	� w).
(12.2.11)

If g = sl(4, C) and S = {s1, s2, s3} with the relation s1s3 = s3s1, then (12.2.11)
holds except for the cases (y, w) = (s2, s2s1s3s2), (s1s3, s1s3s2s3s1) for which we
have Py,w(q) = 1 + q.

In [KL1] Kazhdan–Lusztig introduced the above-mentioned Kazhdan–Lusztig
polynomials and conjectured that

by,w = (−1)l(w)−l(y)Py,w(1) (12.2.12)

(the Kazhdan–Lusztig conjecture). They also predicted in loc. cit. that these Kazhdan–
Lusztig polynomials should be closely related to the geometry of Schubert varieties,
which was more precisely formulated in a subsequent paper [KL2] as follows.

For each w ∈ W denote the intersection cohomology complex of the Schubert
variety Xw by IC(CXw) and set

πCXw = IC(CXw)[− dim Xw]. (12.2.13)

Theorem 12.2.5 ([KL2]). For y, w ∈ W consider the stalk Hi(πCXw)yB of the ith
cohomology sheaf Hi(πCXw) of πCXw at yB ∈ X. Then we have∑

i

(dim Hi(πCXw)yB)q
i
2 = Py,w(q). (12.2.14)

In particular, for an odd number i we have Hi(πCXw)yB = 0, and∑
j

(−1)j dim Hj (πCXw)yB = Py,w(1). (12.2.15)

The proof of this theorem will be postponed until the end of Chapter 13.
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Example 12.2.6. Recall that for G = SL2(C) we have X = P1. Under the notation
in Example 9.11.1, we have Xs = U1 ∼= A1, Xe = {eB} ∼= A0. Hence in this case
we get πCXs = CX, πCXe = CXe .

As a conclusion, one should find a certain link between highest weight mod-
ules and intersection cohomology complexes of Schubert varieties in order to prove
the conjecture (12.2.12). Beilinson–Bernstein [BB] and Brylinski–Kashiwara [BK]
could make such a link via D-modules on flag varieties, and succeeded in proving
the conjecture (12.2.12). Namely, we have the following.

Theorem 12.2.7. In the Grothendieck group K(Modf (g, B, χ−ρ)) we have

[L(−wρ − ρ)] =
∑
y�w

(−1)l(w)−l(y)Py,w(1)[M(−yρ − ρ)].

The strategy of the proof of Theorem 12.2.7 can be illustrated in the following
diagram:

g-modules�⏐⏐	 the Beilinson–Bernstein correspondence

D-modules on
flag varieties�⏐⏐	 the Riemann–Hilbert correspondence

perverse sheaves on
flag varieties

We have already given accounts of the Beilinson–Bernstein correspondence and
the Riemann–Hilbert correspondence in Chapter 11 and Chapter 7, respectively. In
view of these correspondences it remains to determine which perverse sheaves cor-
respond to the g-modules M(−wρ − ρ), L(−wρ − ρ). This problem will be studied
in the next section. We note that Brylinski–Kashiwara gave a direct proof of the
Beilinson–Bernstein correspondence for the special case of highest weight modules.
In this book we employ the general results due to Beilinson–Bernstein.

Remark 12.2.8. We have described the answer to Basic Problem 12.1.5 only in the
case λ = −wρ − ρ for some w ∈ W . The answer in the case λ ∈ P can be obtained
from this special case using the translation principle, which is a standard technique in
representation theory. More generally, for general λ ∈ h∗ we can perform the similar
arguments indicated in the above diagram using twisted differential operators, and the
problem turns out to be the computation of certain twisted intersection cohomology
groups. The result corresponding to Theorem 12.2.5 is shown for λ ∈ Q ⊗Z P ⊂
C ⊗Z P = h∗ (this rationality condition is necessary in order to apply the theory of
Weil sheaves or Hodge modules). The general case is reduced to this rational case
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by using Jantzen’s deformation argument [J]. The final answer is given in terms of
Kazhdan–Lusztig polynomials of the subgroup

W(λ) = {w ∈ W | wλ − λ ∈ Q}
of W . For details we refer to [KT7]. We finally note that Kashiwara’s conjecture
on semisimple holonomic system (see Kashiwara [Kas17]), which would in partic-
ular give the result corresponding to Theorem 12.2.5 for all λ, seems to have been
established by a recent remarkable progress (see Drinfeld [Dr], Gaitsgory [Gai], and
Mochizuki [Mo] and Sabbah [Sab2]).

12.3 D-modules associated to highest weight modules

In Chapter 11 we proved the equivalence of categories

Modf (g, B, χ−ρ)
∼−→ Modc(DX, B) = Modrh(DX, B). (12.3.1)

Let us denote by Mw, Lw the objects in Modrh(DX, B) which correspond to
M(−wρ − ρ), L(−wρ − ρ) ∈ Modf (g, B, χ−ρ), respectively. Namely, we set

Mw = DX ⊗U(g) Mw, Lw = DX ⊗U(g) Lw (w ∈ W). (12.3.2)

In view of (12.3.1) our problem of determining the transfer matrix between two
bases {[M(−wρ − ρ)]}w∈W , {[L(−wρ − ρ)]}w∈W of the Grothendieck group
K(Modf (g, B, χ−ρ)) can be reduced to determining the transfer matrix between
two bases {[Mw]}w∈W , {[Lw]}w∈W of K(Modrh(DX, B)). For this purpose, we
need more concrete descriptions of Mw and Lw.

For w ∈ W let iw : Xw ↪→ X be the embedding. Then Xw\Xw is a divisor of
Xw by Theorem 9.9.5, and hence iw is an affine morphism. Let us set

Nw =
∫

iw

OXw = iw∗(DX←Xw ⊗DXw
OXw) (w ∈ W). (12.3.3)

Then we have Nw ∈ Modrh(DX, B) because Xw is a B-orbit.

Lemma 12.3.1. Let w ∈ W . Then

(i) We have ch(�(X, Nw)) = ch(M(−wρ − ρ)). In particular, in the Grothendieck
group K(Modrh(DX, B)) we obtain [Mw] = [Nw].

(ii) The only DX-submodule of Nw whose support is contained in Xw\Xw is zero.

Proof. (i) We define two subalgebras of g by

n1 =
⊕

α∈�+∩w(�+)

g−α, n2 =
⊕

α∈�+∩(−w(�+))

gα.



300 12 Character Formula of Highest Weight Modules

Then the corresponding unipotent subgroups N1, N2 of G with the properties
Lie(N1) = n1, Lie(N2) = n2 are determined. For each w ∈ W = NG(H)/H we fix
a representative ẇ ∈ NG(H) of it and define a morphism ϕ : N1 × N2 → X by

ϕ(n1, n2) = n1n2ẇB (n1 ∈ N1, n2 ∈ N2).

Then ϕ is an open embedding satisfying ϕ({e} × N2) = Xw. Namely, setting V =
Im(ϕ) we obtain the following commutative diagram:

N2

�|
{e} × N2 iw

�

N1 × N2

∼

ϕ∼
↪−→

Xw

�

V X

�

�

�
�

�
�

�
��

Therefore, we have

�(X, Nw) = �
(
X , iw∗

(
DX←Xw ⊗DXw

OXw

))
= �

(
Xw , DX←Xw ⊗DXw

OXw

)
= �

(
Xw , DV ←Xw ⊗DXw

OXw

)
∼= �

(
N2 , DN1×N2←N2 ⊗DN2

ON2

)
.

Moreover, by

DN1×N2←N2 =
(
DN1,e ⊗ON1,e

C
)

⊗C

(
�⊗−1

N1,e ⊗ON1,e
C
)

⊗C DN2 ,

we obtain

�(X, Nw) ∼=
(
DN1,e ⊗ON1,e

C
)

⊗C

(
�⊗−1

N1,e ⊗ON1,e
C
)

⊗C �(N2, ON2).

Identifying n1 with the set of right-invariant vector fields on N1, we get DN1
∼=

U(n1)⊗CON1 and hence DN1,e ⊗ON1,e
C ∼= U(n1). Furthermore, we have obviously

�⊗−1
N1,e ⊗ON1 ,e C ∼= ∧p n1 (p = dim n1). Since N2 is a unipotent algebraic group,

the exponential map exp : n2 → N2 is an isomorphism of algebraic varieties, and
hence we obtain �(N2, ON2)

∼= �(n2, On2) = S(n∗
2). Therefore, we have

�(X, Nw) ∼= U(n1) ⊗C

p∧
n1 ⊗C S(n∗

2). (12.3.4)

Recall that our problem was to study the action of h on �(X, Nw). Let us define an
H -action on N1 × N2 by
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t · (n1, n2) = (tn1t−1, tn2t−1) (t ∈ H, n1 ∈ N1, n2 ∈ N2).

Then ϕ is H -equivariant, from which we see that (12.3.4) is an isomorphism of h-
modules. Therefore, we obtain ch(�(X, Nw)) = ch(U(n1)) ch(

∧pn1) ch(S(n∗
2)).

We easily see that

ch(U(n1)) = 1∏
α∈�+∩w(�+)(1 − e−α)

, (12.3.5)

ch(S(n∗
2)) = 1∏

α∈�+∩(−w(�+))(1 − e−α)
. (12.3.6)

Moreover, by ρ = 1
2

∑
α∈�+ α we have

∑
α∈�−∩w(�−) α = −wρ − ρ, and hence

ch
(∧p

n1
) = e−wρ−ρ. (12.3.7)

Therefore, we finally get

ch(�(X, Nw)) = e−wρ−ρ∏
α∈�+(1 − e−α)

= ch(M(−wρ − ρ)).

(ii) Set Z = X\V and let j : V ↪→ X be the open embedding. Then we have a
distinguished triangle

R�Z(Nw) −→ Nw −→ j∗(Nw|V )
+1−→ .

It follows from the definition of Nw that Nw → j∗(Nw|V ) is an isomorphism, and
hence we get R�Z(Nw) = 0. In particular, we have �Z(Nw) = 0. Thus the only
DX-submodule of Nw whose support is contained in Z is zero. By Xw\Xw ⊂ Z the
assertion (ii) is now clear. ��

We denote by L(Xw, OXw) the minimal extension (see Section 3.4) of the regular
holonomic DXw -module OXw . We have obviously L(Xw, OXw) ∈ Modrh(DX, B).

Proposition 12.3.2. Let w ∈ W . Then we have

(i) Lw = L(Xw, OXw),

(ii) Mw = DNw (here D = DX is the dualizing functor introduced in Section 2.6).

Proof. (i) By the results in Section 11.6 and the fact that Xan
w is simply connected,

the set P of isomorphism classes of irreducible objects in Modrh(DX, B) is given
by P = {L(Xw, OXw)}w∈W . On the other hand, the set of isomorphism classes of
irreducible objects in Modf (g, B, χ−ρ) is {L(−wρ − ρ)}w∈W . So by the definition
of Lw we get P = {Lw}w∈W . This means that for any w ∈ W there exists a unique
y ∈ W such that Lw = L(Xy, OXy ). By the definition of Mw and Lw we see
that Lw = L(Xy, OXy ) is a composition factor of Mw (note that L(−wρ − ρ)

is a composition factor of M(−wρ − ρ)). Recall that by Lemma 12.3.1 (i) the
composition factors of Mw and those of Nw are the same. Hence Lw = L(Xy, OXy )
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is a composition factor of Nw. By the results in Section 3.4, any composition factor
of Nw should be written as L(Xx, OXx ) for some x � w, which shows that y � w.
Hence we obtain y = w by an induction on w with respect to the Bruhat order.

(ii) Since the irreducible objects L(Xw, OXw) of Modrh(DX, B) are self-dual,
the composition factors of M ∈ Modrh(DX, B) and those of DM coincide. Hence
we have ch(�(X, M)) = ch(�(X, DM)). In particular, we get ch(�(X, DNw)) =
ch(�(X, Nw)) = ch(M(−wρ −ρ)). We see from this that U(g) ·�(X, DNw)−wρ−ρ

is a highest weight module with highest weight −wρ − ρ. Hence there exists a
non-trivial homomorphism f1 : M(−wρ − ρ) → �(X, DNw) of g-modules. Then
L(−wρ−ρ) is not a composition factor of N = Coker(f1). From the exact sequence

M(−wρ − ρ)
f1−→ �(X, DNw) −→ N −→ 0 (12.3.8)

of g-module, we obtain an exact sequence

Mw
f2−→ DNw −→ N −→ 0 (12.3.9)

of DX-modules, where N = DX ⊗U(g) N . Taking its dual we obtain also the exact
sequence

0 −→ DN −→ Nw
f3−→ DMw. (12.3.10)

Since Lw is not contained in the set of composition factors of N and DN , the support
of DN is contained in Xw\Xw. Hence we get DN = 0 by Lemma 12.3.1 (ii).
It follows that N = 0 and hence N = 0. In other words f1 is surjective. We
conclude from this that f1 is an isomorphism by ch(�(X, DNw)) = ch(M(−wρ −
ρ)). Therefore, f2 is also an isomorphism. ��

By the Riemann–Hilbert correspondence we get the following.

Corollary 12.3.3.
(i) DRX(Mw) = CXw [dim Xw] (w ∈ W).

(ii) DRX(Lw) = πCXw [dim Xw] (w ∈ W).

Proof of Theorem 12.2.7. By the definition of Mw and Lw it is enough to show that

[Lw] =
∑
y�w

(−1)l(w)−l(y)Py,w(1)[My] (w ∈ W) (12.3.11)

in the Grothendieck group K(Modrh(DX, B)). Let us define a homomorphism ϕ :
K(Modrh(DX, B)) → Z[W ] of Z-modules by

ϕ([M]) =
∑
y∈w

(∑
i

(−1)i dim Hi(DRX(M))yB

)
y. (12.3.12)

Note that ϕ is well defined since we are taking an alternating sum of the dimensions
of cohomology groups. Then by Corollary 12.3.3 (i) we have ϕ([Mw]) = (−1)l(w)w
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and ϕ is an isomorphism of Z-modules. Furthermore, by Corollary 12.3.3 (ii) and
Theorem 12.2.5 we obtain

ϕ([Lw]) = (−1)l(w)
∑

y

(∑
i

(−1)i dim Hi(πCXw)yB

)
y

= (−1)l(w)
∑
y�w

Py,w(1)y

=
∑
y�w

(−1)l(w)−l(y)Py,w(1)ϕ([My]),

from which our claim (12.3.11) is clear. ��



13

Hecke Algebras and Hodge Modules

In this chapter we give geometric realization of group algebras of Weyl groups (resp.
Hecke algebras) via D-modules (resp. via Hodge modules). We also include a proof
of Kazhdan–Lusztig’s theorem (Theorem 12.2.5, i.e., the calculation of intersection
cohomology complexes of Schubert varieties) using the theory of Hodge modules.

13.1 Weyl groups and D-modules

Let �G = {(g, g) | g ∈ G} � G be the diagonal subgroup of G × G and consider
the diagonal action of �G on X × X. Let us give the orbit decomposition of X × X

for this �G-action. Since G acts transitively on X, we can take as a representative of
each �G-orbit in X×X an element of the form (eB, gB). Furthermore, two elements
(eB, g1B) and (eB, g2B) lie in the same �G-orbit if and only if g1B and g2B lie in
the same B-orbit. Namely, there exists a bijection between the set of �G-orbits in
X × X and that of B-orbits in X. Under this bijection, the B-orbit Xw (w ∈ W ) in
X corresponds to the �G-orbit

Zw = �G(eB, wB) (w ∈ W) (13.1.1)

in X × X. Hence we obtain the orbit decomposition

X × X =
∐

w∈W

Zw. (13.1.2)

We can also describe geometric properties of �G-orbits in X × X from the ones of
B-orbits in X as follows. Define morphisms pk : X × X → X, ik : X → X × X

(k = 1, 2) by

p1(a, b) = a, p2(a, b) = b, i1(a) = (eB, a), i2(a) = (a, eB). (13.1.3)

Then we can regard X × X via the projection p1 as a G-equivariant fiber bundle on
X = G/B whose fiber i1(X) over eB ∈ X is isomorphic to X. Moreover, for each
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w ∈ W , Zw is a G-equivariant subbundle of X × X whose fiber over eB ∈ X is
isomorphic to i−1

1 (Zw) = Xw. Hence we have

X × X = G
B× X, Zw = G

B× Xw (w ∈ W) (13.1.4)

under the standard notation of associated fiber bundles (we can also obtain similar
descriptions using p2 and i2 in which Zw−1 corresponds to Xw).

Namely, the �G-orbit decomposition of X×X corresponds to that of the B-orbit
decomposition of X including geometric natures such as singularities of the closures.
In particular, we have the following by Theorem 9.9.5.

Proposition 13.1.1.
(i) Zw = ∐

y�w Zy .
(ii) dim Zw = dim X + l(w).

In this chapter we will deal with �G-equivariant D-modules on X × X instead
of B-equivariant D-modules on X considered in Chapter 12. Indeed, we have the
following correspondence between them.

Proposition 13.1.2. The inverse image functors Li∗1 = i
†
1 [dim X] and Li∗2 =

i
†
2 [dim X] of D-modules induce the following equivalences of categories:

i∗1 : Modc(DX×X, �G)
∼−→ Modc(DX, B),

i∗2 : Modc(DX×X, �G)
∼−→ Modc(DX, B).

We omit the proof because it follows easily from the above geometric observa-
tions.

Note that
HpLi∗k (M) = 0 (p 	= 0, k = 1, 2)

holds for any M ∈ Modc(DX×X, �G). Note also that

Modc(DX×X, �G) = Modrh(DX×X, �G) (13.1.5)

by Theorem 11.6.1. For w ∈ W consider the embedding jw : Zw ↪→ X × X and set

Ñw =
∫

jw

OZw, M̃w = DÑw, L̃w = L(Zw, OZw). (13.1.6)

They are objects in Modc(DX×X, �G). Moreover, we have

i∗1 (Ñw) = Nw,

i∗2 (Ñw) = Nw−1 ,

i∗1 (M̃w) = Mw,

i∗2 (M̃w) = Mw−1 ,

i∗1 (L̃w) = Lw,

i∗2 (L̃w) = Lw−1

(13.1.7)

under the notation of Chapter 12. Therefore, we get the following proposition.
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Proposition 13.1.3.
(i) K(Modc(DX×X, �G)) = ⊕

w∈W Z[M̃w] = ⊕
w∈W Z[L̃w].

(ii) For any w ∈ W we have [M̃w] = [Ñw].
Let us define morphisms p13 : X × X × X → X × X and r : X × X × X →

X × X × X × X by

p13(a, b, c) = (a, c) r(a, b, c) = (a, b, b, c). (13.1.8)

Remark 13.1.4. For any M̃, Ñ ∈ Modc(DX×X, �G) and p 	= 0 , we can prove that
HpLr∗(M̃ � Ñ ) = 0 (see the proof of Proposition 13.2.7 (i) below).

Proposition 13.1.5.
(i) The Grothendieck group K(Modc(DX×X, �G)) has a ring structure defined by

[M̃] · [Ñ ] =
∑

k

(−1)k

[
Hk

∫
p13

r∗(M̃ � Ñ )

]
.

(ii) The ring K(Modc(DX×X, �G)) is isomorphic to the group ring Z[W ] of the
Weyl group W by the correspondence [M̃w] ↔ (−1)l(w)w.

Proof. (i)The proof is a simple application of the base change theorem for D-modules.
By

([M̃] · [Ñ ]) · [L̃] =
∑

k

(−1)k

[
Hk

∫
p13

r∗
((∫

p13

r∗(M̃ � Ñ )

)
� L̃

)]
,

[M̃] · ([Ñ ] · [L̃]) =
∑

k

(−1)k

[
Hk

∫
p13

r∗
(

M̃ �
(∫

p13

r∗(Ñ � L̃)

))]
,

it suffices to prove that∫
p13

r∗
((∫

p13

r∗(M̃ � Ñ )

)
� L̃

)
=
∫

p13

r∗
(

M̃ �
(∫

p13

r∗(Ñ � L̃)

))
.

The left-hand side (LHS) of the above formula is given by

(LHS) =
∫

p13

r∗
∫

p13×1×1
(r × 1 × 1)∗(M̃ � Ñ � L̃).

Since the diagram

X4 1×r−−−−→ X5

p13×1

⏐⏐	 ⏐⏐	p13×1×1

X3 r−−−−→ X4

is a cartesian square (i.e., X4 is the fiber product of r and p13 × 1 × 1), we get
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(LHS) =
∫

p13

∫
p13×1

(1 × r)∗(r × 1 × 1)∗(M̃ � Ñ � L̃)

=
∫

p13◦(p13×1)

(
(r × 1 × 1) ◦ (1 × r)

)∗
(M̃ � Ñ � L̃).

Similarly the right-hand side (RHS) can be rewritten as follows:

(RHS) =
∫

p13◦(1×p13)

(
(1 × 1 × r) ◦ (r × 1)

)∗
(M̃ � Ñ � L̃).

Therefore, the assertion (i) follows from p13 ◦ (p13 × 1) = p13 ◦ (1 × p13) and
(r × 1 × 1) ◦ (1 × r) = (1 × 1 × r) ◦ (r × 1).

(ii) It is enough to prove the following two formulas:

[M̃y] · [M̃w] = [M̃yw] (l(y) + l(w) = l(yw)), (13.1.9)

[M̃s]2 = [M̃e] (s ∈ S), (13.1.10)

where S = {sα | α ∈ $}. We first show (13.1.9). By [M̃w] = [Ñw] = [∫
jw

OZw ]
we get

[M̃y] · [M̃w] =
∑

k

(−1)k

[
Hk

∫
p13

r∗
(∫

jy

OZy �
∫

jw

OZw

)]

=
∑

k

(−1)k

[
Hk

∫
p13

r∗
∫

jy×jw

OZy×Zw

]
.

We see from l(y) + l(w) = l(yw) that for any (a, b) ∈ Zyw there exists a unique
c ∈ X such that (a, c) ∈ Zy and (c, b) ∈ Zw. Conversely, if (a, c) ∈ Zy and
(c, b) ∈ Zw, then (a, b) ∈ Zyw. Hence if we define morphisms ϕ : Zyw → Zy ×Zw,
ψ : Zyw → X3 by ϕ(a, b) = (a, c, c, b), ψ(a, b) = (a, c, b), then the diagram

Zyw
ϕ−−−−→ Zy × Zw

ψ

⏐⏐	 ⏐⏐	jy×jw

X3 r−−−−→ X4

is the fiber product of r and jy ×jw. Therefore, it follows from this and p13◦ψ = jyw

that ∫
p13

r∗
∫

jy×jw

OZy×Zw =
∫

p13

∫
ψ

ϕ∗OZy×Zw =
∫

jyw

OZyw = Ñyw.

Hence we obtain (13.1.9). We next show (13.1.10). Note that Zs is smooth and
Zs = Zs � Ze. Moreover, Ze is a smooth closed subvariety of Zs of codimension
one. Let j ′

s : Zs → Zs , j ′
e : Ze → Zs , js : Zs → X × X be the embeddings. Then

we have an exact sequence
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0 −→ OZs
−→

∫
j ′
s

OZs −→
∫

j ′
e

OZe −→ 0 (13.1.11)

of DZs
-modules. Since Zs is smooth, we have L̃s = ∫

js
OZs

. Hence by applying

the functor
∫

js
to (13.1.11) we get a new exact sequence

0 −→ L̃s −→ Ñs −→ Ñe −→ 0 (13.1.12)

of DX×X-modules. Therefore, we obtain [M̃s] = [Ñs] = [L̃s] + [Ñe]. Since [Ñe]
is the identity element 1 of K(Modc(DX×X, �G)) by (13.1.9), it suffices to prove

[L̃s]2 = −2[L̃s]. (13.1.13)

By the definition of [L̃s] we have

[L̃s]2 =
∑

k

(−1)k

[
Hk

∫
p13

r∗
(∫

js

OZs
�
∫

js

OZs

)]
=
∑

k

(−1)k

[
Hk

∫
p13

r∗
∫

js×js

OZs×Zs

]
.

Now set Y = {(a, b, c) ∈ X3 | (a, b), (b, c) ∈ Zs} and let j : Y → X×X×X be the
embedding. Then by virtue of the base change theorem, we have r∗ ∫

js×js
OZs×Zs

=∫
j
OY and hence

[L̃s]2 =
∑

k

(−1)k

[
Hk

∫
p13◦j

OY

]
.

Note that the image of p13 ◦ j : Y → X × X is Zs and Y → Zs is a P1-bundle on
Zs . Consequently we get

Hk

∫
p13◦j

OY =
{

Ls (k = ±1)

0 (k 	= ±1),

from which (13.1.13) follows immediately. ��
Let us define morphisms p1 : X × X → X, q : X × X → X × X × X by

p1(a, b) = a, q(a, b) = (a, b, b). (13.1.14)

Then we have the following similar result.

Proposition 13.1.6. Let K be a closed subgroup of G. Then a K(Modc(DX×X, �G))-
module structure on K(Modc(DX, K)) is defined by

[M̃] · [N ] =
∑

k

(−1)k

[
Hk

∫
p1

q∗(M̃ � N )

]
(
M̃ ∈ Modc(DX×X, �G), N ∈ Modc(DX, K)

)
.
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The proof of this proposition is similar to that of Proposition 13.1.5 (i), and omit-
ted. By Propositions 13.1.5 and 13.1.6 the Grothendieck group K(Modc(DX, K))

is a W -module. Hence combining this result with Theorem 11.5.3, we see that the
Grothendieck group K(Modf (g, χ−ρ, K)) of the abelian category of K-equivariant
g-modules is a representation space of the Weyl group W . We can prove that it
coincides with the coherent continuation representation due to G. Zuckerman and
D. Vogan. Namely, Propositions 13.1.5 and 13.1.6 give a D-module-theoretical in-
terpretation of coherent continuation representations.

If K = B, then we have

i∗2 ([M̃] · [Ñ ]) = [M̃] · i∗2 ([Ñ ]) (
M̃, Ñ ∈ Modc(DX×X, �G)

)
. (13.1.15)

Consequently K(Modc(DX, B)) is isomorphic to the left regular representation of
the Weyl group W as a left K(Modc(DX×X, �G))(� Z[W ])-module. One of the
advantages of using Modc(DX×X, �G) rather than Modc(DX, B) is that we can
define a ring structure on its Grothendieck group by the convolution product.

13.2 Hecke algebras and Hodge modules

In this section we show that Hecke algebras naturally appear in the context of the ge-
ometry of Schubert varieties. Among other things we give a proof of Theorem 12.2.5
which was stated without proof in Chapter 12.

Let us reconsider the proof of the main theorem of Chapter 12 (the Kazhdan–
Lusztig conjecture, Theorem 12.2.7) in the view of the ring isomorphism

K(Modc(DX×X, �G)) � Z[W ]
given in Section 13.1. The original problem was to determine the transfer matrix be-
tween the two bases

{[M(−wρ−ρ)]}
w∈W

,
{[L(−wρ−ρ)]}

w∈W
of the Grothendieck

group K(Modf (g, χ−ρ, B)). By the correspondence between U(g)-modules and
DX-modules this problem is equivalent to determining the transfer matrix between
two bases

{[Mw]}
w∈W

,
{[Lw]}

w∈W
of K(Modc(DX, B)), and its answer was given

by Kazhdan–Lusztig’s theorem (Theorem 12.2.5). Note that what we actually need in
this process is the following result, which is weaker than Kazhdan–Lusztig’s theorem
(see the proof of Theorem 12.2.7 at the end of Chapter 12 and Proposition 13.1.2).

Proposition 13.2.1. Under the ring isomorphism K(Modc(DX×X, �G)) � Z[W ]
([M̃w] ↔ (−1)l(w)w) in Proposition 13.1.5, we have

[L̃w] ↔ (−1)l(w)
∑
y�w

Py,w(1)y.

We reduced the proof of the Kazhdan–Lusztig conjecture to Proposition 13.2.1
above in Chapter 12 and derived it from Kazhdan–Lusztig’s theorem (Theorem
12.2.5).
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Recall that the Kazhdan–Lusztig polynomials Py,w(q) ∈ Z[q] are the coefficients
of the elements

Cw =
∑
y�w

Py,w(q)Ty ∈ H(W) (13.2.1)

in the Hecke algebra H(W) = ⊕
w∈W Z[q, q−1]Tw which are characterized by the

conditions (12.2.7),…,(12.2.10). Consider the ring H(W)|q=1 = Z ⊗Z[q,q−1] H(W)

given by the specialization q �→ 1. Then we have a ring isomorphism H(W)|q=1 �
Z[W ] induced by 1 ⊗ Tw ↔ w. Therefore, Proposition 13.2.1 can be restated as
follows.

Proposition 13.2.2. There exists a ring isomorphism

K(Modc(DX×X, �G)) � H(W)|q=1

such that
[M̃w] ↔ (−1)l(w)Tw|q=1, [L̃w] ↔ (−1)l(w)Cw|q=1.

Note that the elements Cw|q=1 appearing in this proposition are obtained by
specializing the elements Cw which are characterized inside the Hecke algebra.
It indicates that the essence of our problem lies not in H(W)|q=1 but in H(W).
Hence it would be natural to expect the existence of some superstructure of
K(Modc(DX×X, �G)) which corresponds to H(W). The main aim of this section
is to construct such a superstructure using the theory of Hodge modules.

We need some results on Hodge modules. We use the notation in Section 8.3.
Recall that for the one-point algebraic variety pt, the category MHM(pt) coincides
with SHMp. We denote its Grothendieck group by

R = K(MHM(pt)) = K(SHMp). (13.2.2)

Since each object of MHM(pt) has a weight filtration W such that grW
n ∈ SH(n)p,

we obtain a direct sum decomposition

R =
⊕
n∈Z

Rn, (13.2.3)

where
Rn = K(SH(n)p) (n ∈ Z). (13.2.4)

Note that Rn is a free Z-module with a basis consisting of the isomorphism classes
of irreducible objects in SH(n)p. The tensor product in MHM(pt) induces a ring
structure on R such that R is commutative and

RiRj ⊂ Ri+j (i, j ∈ Z). (13.2.5)

The unit element of R is represented by the trivial Hodge structure

QH = (C, F, Q, W) ∈ MHM(pt), (13.2.6)
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grF
p = 0 (p 	= 0), grW

n = 0 (n 	= 0).

Furthermore, the dualizing functor in MHM(pt) induces an involution r �→ r of the
ring R with the property

Ri = R−i (i ∈ Z). (13.2.7)

Finally, consider an injective homomorphism Z[q, q−1] ↪→ R of rings defined by
qn �→ [QH (−n)]. Then we have

q ∈ R2, q = q−1. (13.2.8)

Now let Y be a smooth algebraic variety endowed with an action of an algebraic
group K . Then the notion of K-equivariant mixed Hodge modules on Y can be
defined similarly to the case of K-equivariant DY -modules because we also have
inverse image functors in the category of mixed Hodge modules. We denote the
abelian category of K-equivariant mixed Hodge modules on Y by MHM(Y, K). Its
Grothendieck group is denoted by K(MHM(Y, K)). By the tensor product functor

MHM(pt) × MHM(Y, K) → MHM(Y, K) (13.2.9)

the Grothendieck group K(MHM(Y, K)) is naturally an R-module.
Let us consider the case where Y consists of a single K-orbit. This is exactly the

case when Y is a homogeneous space K/K ′ for a closed subgroup K ′ of K . In this
case we have the following equivalences of categories:

K-equivariant regular holonomic systems on Y∥∥
K-equivariant regular connections on Y∣∣�
K-equivariant C-local systems on Y an∣∣�

finite-dimensional representations of K ′/(K ′)0 over C

Therefore, Modc(DY , K) = Modrh(DY , K) is equivalent to the category of finite-
dimensional representations of the finite group K ′/(K ′)0 over C. In the case of Hodge
modules the situation is more complicated, because Q-structures and filtrations are
concerned. However, as in the case of D-modules the next proposition holds.

Proposition 13.2.3. Assume that Y is a homogeneous space K/K ′ of an algebraic
group K . Then we have

MHM(Y, K) � MHM(pt, K ′/(K ′)0).
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Namely, the problem of classifying equivariant mixed Hodge modules on a ho-
mogeneous space is equivalent to classifying mixed Hodge structures with actions
of a fixed finite group; however, it is a hard task in general. For a finite group G we
denote by Irr(G, Q) the set of the isomorphism classes of irreducible representations
of G over Q.

Proposition 13.2.4. Let G be a finite group and assume that all its irreducible rep-
resentations over Q are absolutely irreducible. Then any H ∈ MHM(pt, G) can be
uniquely decomposed as

H =
⊕

σ∈Irr(G,Q)

(Hσ ⊗ σ) Hσ ∈ MHM(pt).

Proof. Suppose that we are given an action of G on H = (HC, F, H, W) ∈
MHM(pt). By our assumption the G-module H over Q is decomposed as

H =
⊕

σ∈Irr(G,Q)

(Hσ ⊗Q σ) Hσ = HomG(σ, H).

Hence, if we denote the complexifications of Hσ , σ by Hσ,C, σC, respectively, then
we have

HC =
⊕

σ∈Irr(G,Q)

(Hσ,C ⊗C σC) =
⊕

σ∈Irr(G,Q)

(Hσ,C ⊗Q σ).

Since the filtration F of HC is G-invariant, there exists a filtration F of Hσ,C satisfying

Fp(HC) =
⊕

σ

(Fp(Hσ,C) ⊗Q σ).

It also follows from the G-invariance of the weight filtration W that we can define a
filtration W (we use the same letter W for it) of (Hσ , F ) so that

Wn(H, F ) =
⊕

σ

(Wn(Hσ , F ) ⊗ σ)

holds. Hence our assertion holds for Hσ = (Hσ,C, F, Hσ , W). ��
Let Z be a smooth algebraic variety. For a Q-local system S on Zan we define an

object

SH [dim Z] = (M, F, S[dim Z], W) ∈ MFrhW(DZ, Q) (13.2.10)

by the conditions

DRZ(M) = S ⊗Q C[dim Z], (13.2.11)

grF
p = 0 (p 	= 0), grW

n = 0 (n 	= dim Z).

By Propositions 13.2.3 and 13.2.4 we have the following result.
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Corollary 13.2.5. Let Y = K/K ′ be a homogeneous space of K and assume that all
irreducible representations of K ′/(K ′)0 over Q are absolutely irreducible. Denote
by Sσ the local system on Y an which corresponds to σ ∈ Irr(K ′/(K ′)0, Q). Then for
any σ we have SH

σ [dim Y ] ∈ MHM(Y, K). Moreover, any H ∈ MHM(Y, K) is
uniquely decomposed as

H =
⊕

σ∈Irr(K ′/(K ′)0,Q)

(Hσ ⊗ SH
σ [dim Y ]) (Hσ ∈ MHM(pt)).

Corollary 13.2.6. Under the assumptions of Corollary 13.2.5, K(MHM(Y, K)) is
a free R-module with the basis

{[SH
σ [dim Y ]] | σ ∈ Irr(K ′/(K ′)0, Q)

}
.

Now let us return to consider the category MHM(X × X, �G). For each
w ∈ W , we have the �G-equivariant Hodge module

QH
Zw

[dim Zw] ∈ MHM(Zw, �G) (13.2.12)

on the �G-orbit Zw, and by Corollary 13.2.6, the Grothendieck group
K(MHM(Zw, �G)) is a free R-module of rank one, with basis [QH

Zw
[dim Zw]].

Since the embedding jw : Zw ↪→ X × X is an affine morphism, we obtain three
embeddings

jw�, jw!, jw!� : MHM(Zw, �G) → MHM(X × X, �G) (13.2.13)

of categories (see Section 8.3), which induce (at the level of Grothendieck groups)
injective morphisms

jw�, jw!, jw!� : K(MHM(Zw, �G)) → K(MHM(X × X, �G)) (13.2.14)

of R-modules. Moreover, we have

K(MHM(X × X, �G)) =
⊕
w∈W

jw�K(MHM(Zw, �G)) (13.2.15)

=
⊕
w∈W

jw!K(MHM(Zw, �G))

=
⊕
w∈W

jw!�K(MHM(Zw, �G)).

Now for w ∈ W let us set

Ñ H
w = jw�(QH

Zw
[dim Zw]), M̃H

w = jw!(QH
Zw

[dim Zw]), (13.2.16)

L̃H
w = jw!�(QH

Zw
[dim Zw]) = ICH

Zw
.

Then in view of the above arguments we have three bases
{[Ñ H

w ]}
w∈W

,
{[M̃H

w ]}
w∈W

,{[L̃H
w ]}

w∈W
of the free R-module K(MHM(X × X, �G)). The underlying D-

modules of Ñ H
w , M̃H

w , L̃H
w are Ñw, M̃w, L̃w, respectively. At the level of D-modules,
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we proved [Ñw] = [M̃w]. However, at the level of Hodge modules one has in general
[Ñ H

w ] 	= [M̃H
w ].

Similar to the constructions in Section 13.1 we define a product on the R-module
K(MHM(X × X, �G)) by

[V1] · [V2] = (−1)dim X
∑

j

(−1)j [Hj (p13!r�(V1 � V2))] (13.2.17)

(V1, V2 ∈ MHM(X × X, �G)),

where p13 : X × X × X → X × X and r : X × X × X → X × X × X × X are
the morphisms defined in Section 13.1. We also have the base change theorem in the
category of Hodge modules, and hence it is proved similarly to Proposition 13.1.5
that K(MHM(X × X, �G)) is endowed with a structure of an R-algebra by the
product defined above.

Proposition 13.2.7. Let V1, V2 ∈ MHM(X × X, �G). Then we have

(i) Hj r�(V1 � V2) = 0 (j 	= − dim X).
(ii) r !(V1 � V2) = r�(V1 � V2)[−2 dim X](− dim X). Here (•) is the Tate twist.

Proof. We define morphisms ϕ1 : X × G → X × X, ϕ2 : G × X → X × X,
ψ : X × G × X → X × X × X by ϕ1(x, g) = (gx, gB), ϕ2(g, x) = (gB, gx),
ψ(x1, g, x2) = (gx1, gB, gx2), respectively. We first show that

ϕ
�
1 V1 = V ′

1 � QH
G [dim X] (V ′

1 ∈ MHM(X)), (13.2.18)

ϕ
�
2 V2 = QH

G � V ′
2[dim X] (V ′

2 ∈ MHM(X)). (13.2.19)

Let σ : G × X × X → X × X be the morphism defined by the G-action on X × X

and let p2 : G × X × X → X × X be the projection. We also define morphisms
k : X×G → G×X×X, i : X → X×X, p : X×G → X by k(x, g) = (g, x, eB),
i(x) = (x, eB), p(x, g) = x, respectively. Then we have a chain of isomorphisms

ϕ
�
1 V1 = k�σ�V1 � k�p

�
2 V1 = p�i�V1 = i�V1 � QH

G.

Since ϕ1 is smooth, we have Hj ϕ
�
1 V1 = 0 for j 	= dim G − dim X. This implies

that there exists an object V ′
1 ∈ MHM(X) such that

ϕ
�
1 V1 = (V ′

1 � QH
G [dim G])[dim X − dim G] = V ′

1 � QH
G [dim X].

This shows (13.2.18). The assertion (13.2.19) is proved similarly. Now let us define
a morphism r̃ : X × G × X → X × G × G × X by r̃(x1, g, x2) = (x1, g, g, x2).
Then by r ◦ ψ = (ϕ1 × ϕ2) ◦ r̃ we have

ψ�r�(V1 � V2) = r̃�(V ′
1 � QH

G � QH
G � V ′

2)[2 dim X]
= V ′

1 � QH
G � V ′

2[2 dim X].
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This implies that Hj ψ�r�(V1 � V2) = 0 for j 	= dim G − 2 dim X. Since
ψ is smooth, we obtain from this that Hj r�(V1 � V2) = 0 for j 	= − dim X.
This completes the proof of (i). Moreover, the smoothness of ψ implies that
ψ ! = ψ�[2(dim G − dim X)](dim G − dim X). Therefore, we get

ψ�r !(V1 � V2) = ψ !r !(V1 � V2)[2(dim G − dim X)](dim G − dim X)

= r̃ !(V ′
1 � QH

G � QH
G � V ′

2)[2 dim G](dim G − dim X)

= V ′
1 � QH

G � V ′
2(− dim X).

The assertion (ii) follows from this. ��
Recall that we have an embedding Z[q, q−1] ↪→ R of the rings, where R =

K(SHMp).

Theorem 13.2.8. Define an isomorphism

F : K(MHM(X × X, �G)) → R ⊗Z[q,q−1] H(W)

of R-modules by F([M̃H
w ]) = (−1)l(w)Tw (w ∈ W). Then F is an isomorphism of

R-algebras satisfying the conditions

F([L̃H
w ]) = (−1)l(w)Cw, F ([Ñ H

w ]) = (−q)l(w)T −1
w−1 (w ∈ W).

Proof. First let us show that F is an isomorphism of R-algebras. By an argument
similar to the one in Section 13.1 we can prove that

[M̃H
w1

] · [M̃H
w2

] = [M̃H
w1w2

] (l(w1) + l(w2) = l(w1w2)), (13.2.20)

[L̃H
s ]2 = −(q + 1)[L̃H

s ] (s ∈ S), (13.2.21)

where S = {sα | α ∈ $}. In particular, [M̃H
e ] is the unit element. Moreover, it

follows from the exact sequence

0 −→ M̃H
e −→ M̃H

s −→ L̃H
s −→ 0

in MHM(X × X, �G) that

[M̃H
s ] = [L̃H

s ] + [M̃H
e ] (s ∈ S). (13.2.22)

Hence, if we set mw = (−1)l(w)[M̃H
w ] (w ∈ W), then by (13.2.20), (13.2.21) and

(13.2.22) we have the relations

mw1mw2 = mw1w2 (l(w1) + l(w2) = l(w1w2)), (13.2.23)

(ms − 1)(ms − q) = 0 (s ∈ S), (13.2.24)

which are exactly the same as the relations defining the products in H(W). This
means that F is an isomorphism of R-algebras.
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For each w ∈ W define a homomorphism Fw : K(MHM(X × X, �G)) → R

of R-modules by∑
k

(−1)k[Hkj�
w V] = Fw([V])

[
QH

Zw
[dim Zw]

]
. (13.2.25)

Since Fw satisfies Fw([M̃H
y ]) = δy,w we have

F(m) =
∑
w∈W

(−1)l(w)Fw(m)Tw (m ∈ K(MHM(X × X, �G))). (13.2.26)

Next, consider the endomorphism of the Grothendieck group

d : K(MHM(X × X, �G)) → K(MHM(X × X, �G)) (13.2.27)

induced by the duality functor D : MHM(X × X, �G) → MHM(X × X, �G).
By the properties of the functor D we have

d2 = 1, d(r · m) = r · d(m) (13.2.28)

(r ∈ R, m ∈ K(MHM(X × X, �G))).

Moreover, we have

d([V1] · [V2]) = (−1)dim X
∑

j

(−1)j [Hj (p13�r !(DV1 � DV2))]

= (−1)dim Xqdim X
∑

j

(−1)j [Hj (p13!r�(DV1 � DV2))]

by Proposition 13.2.7 (ii) and the fact that p13 is a projective morphism. Hence we
obtain

d(m1 · m2) = qdim Xd(m1) · d(m2) (13.2.29)

(m1, m2 ∈ K(MHM(X × X, �G))).

If we set m = qdim Xd(m) for each m ∈ K(MHM(X × X, �G)), then the map
m �→ m is an involution of the ring K(MHM(X × X, �G)) and we have

r · m = r · m (r ∈ R, m ∈ K(MHM(X × X, �G))). (13.2.30)

Now define an involution h �→ h of the ring H(W) by T w = T −1
w−1 (w ∈ W),

q = q−1 and extend it to R ⊗Z[q,q−1] H(W) by r ⊗ h = r ⊗ h (r ∈ R, h ∈ H(W)).
Let us prove the relation

F(m) = F(m) (m ∈ K(MHM(X × X, �G))). (13.2.31)

Note that for any w ∈ W we have
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DL̃H
w = L̃H

w (dim X + l(w)). (13.2.32)

Let us consider the special case of w = s ∈ S. Then it follows from (13.2.24) that

F(ms) = q−1Ts + (q−1 − 1) = T −1
s = F(ms). (13.2.33)

Since K(Mod(X × X, �G)) is generated by the elements {ms}s∈S as an R-module,
we see from this that (13.2.31) holds.

Now we can prove the remaining assertions. The proof of F([Ñ H
w ]) =

(−q)l(w)T −1
w−1 is easy. It follows immediately from Ñ H

w = (DM̃H
w )(− dim X−l(w))

and (13.2.31). So let us calculate F([L̃H
w ]). First set

C′
w = (−1)l(w)F ([L̃H

w ]) =
∑
y�w

P ′
y,wTy (P ′

y,w ∈ R). (13.2.34)

Then we have

C′
w = ql(w)C′

w, (13.2.35)

P ′
w,w = 1, (13.2.36)

P ′
y,w ∈

⊕
i�l(w)−l(y)−1

Ri for y < w. (13.2.37)

Here (13.2.35) follows from (13.2.32). By the definition of L̃H
w (13.2.36) is also clear.

Let us prove (13.2.37). Note that Hkj
�
y L̃H

w has mixed weights � dim Zw+k because
L̃H

w has a pure weight dim Zw. Moreover, by a property of intersection cohomology

complexes, we have Hkj
�
y L̃H

w = 0 for any k � 0. Therefore, if Hkj
�
y L̃H

w 	= 0,
then it has mixed weights < dim Zw. On the other hand, by (13.2.26) we have

(−1)l(w)−l(y)
∑

k

(−1)k[Hkj
�
y L̃H

w ] = P ′
y,w

[
QH

Zy
[dim Zy]

]
. (13.2.38)

Since QH
Zy

[dim Zy] has the pure weight dim Zy , we obtain P ′
y,w ∈ ⊕i<l(w)−l(y) Ri .

This shows (13.2.37). Using an argument completely similar to the one in [KL1],
we can prove that the element C′

w ∈ R ⊗ H(W), satisfying the conditions (13.2.35),
(13.2.36), (13.2.37), should be the same as Cw (we omit the details). Hence we get
C′

w = Cw and F([L̃H
w ]) = (−1)l(w)Cw. ��

We note that Proposition 13.2.1 follows from Theorem 13.2.8 by the specialization
q �→ 1.

Finally, let us give a proof of Theorem 12.2.5 making use of the theory of Hodge
modules. The argument below is a faithful translation of the one in Kazhdan–Lusztig
[KL2] which uses the theory of weights for étale sheaves in positive characteristic
instead of Hodge modules.

Proposition 13.2.9. If y � w, then Hkj
�
y L̃H

w has the pure weight dim Zw + k.
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In order to prove this we need the following.

Lemma 13.2.10. For a1, . . . , aN ∈ N+ define an action of C× on CN by

z · (x1, . . . , xN) = (za1x1, . . . , zaN xN).

Let Z be a C×-invariant irreducible closed subvariety of CN and set j : {0} ↪→ CN .
Then j�(ICH

Z ) has the pure weight dim Z.

Proof. By a standard property of intersection cohomology complexes we have

Hkj�(ICH
Z ) = 0 (k � 0). (13.2.39)

Since the origin 0 is the unique fixed point of the action of C× on Z, we also have that

Hkj�(ICH
Z ) = Hk(CN, ICH

Z ). (13.2.40)

Therefore, it suffices to show that Hk(CN, ICH
Z ) has the pure weight dim Z + k for

any k < 0. Set Z′ = Z \ {0}, and denote by i : CN \ {0} ↪→ CN the embedding.
Then we have a distinguished triangle

j�j !(ICH
Z ) −→ ICH

Z −→ i�(ICH
Z′)

+1−→ .

By
j !(ICH

Z ) = Dj�D(ICH
Z ) = Dj�(ICH

Z (dim Z))

we have
Hk(j !(ICH

Z )) = (DH−k(j�(ICH
Z )))(− dim Z).

Hence we obtain Hk(j !(ICH
Z )) = 0 (k � 0) by (13.2.39). Therefore, it follows from

the distinguished triangle above that

Hk(CN, ICH
Z )

∼−→ Hk(CN \ {0}, ICH
Z′) (k < 0).

Now it remains to prove that Hk(CN \ {0}, ICH
Z′) has the pure weight dim Z + k for

k < 0.
By the assumption on the action of C× there exists a geometric quotients P =

(CN \ {0})/C×, Z′′ = Z′/C× of CN \ {0}, Z′, respectively. Then Z′′ is a closed
subvariety of the projective variety P . Let ϕ : CN \ {0} → P be the canonical
quotient morphism with respect to the C×-action. By ICH

Z′ = ϕ�ICH
Z′′ [1] we have a

distinguished triangle

ICH
Z′′ [−1](−1) −→ ICH

Z′′ [1] −→ ϕ�ICH
Z′

+1−→ .

From this we obtain a cohomology long exact sequence

· · · −→ Hk−1(P, ICH
Z′′)(−1)

ψk−→ Hk+1(P, ICH
Z′′)

−→ Hk(CN \ {0}, ICH
Z′) −→ · · · .

By the hard Lefschetz theorem for Hodge modules, the homomorphism ψk is injective
for k � 0. Therefore, for k < 0, Hk(CN \ {0}, ICH

Z′) is a quotient of Hk+1(P, ICH
Z′′).

The variety Z′′ being projective, Hk+1(P, ICH
Z′′) and hence Hk(CN \{0}, ICH

Z′) must
have the pure weight dim Z′′ + k + 1 = dim Z + k. ��
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Proof of Proposition 13.2.9. Taking a suitable open subset U of X × X we have a
commutative diagram

Zy ∩ U −→ Zw ∩ U −→ U

�∣∣ �∣∣ �∣∣
{0} × CM −→ Z × CM −→ CN × CM,

where the horizontal arrows are embeddings. If we restrict the G-action on X×X to a
one-dimensional torus in G, we can show that {0} ⊂ Z ⊂ CN satisfies the assumption
of Lemma 13.2.10. Hence the assertion follows from Lemma 13.2.10. ��
Theorem 13.2.11. Suppose that y � w. We define integers cy,w,j ∈ Z by Py,w(q) =∑

j cy,w,j qj ∈ Z[q]. Then

(i) For k + l(w) − l(y) /∈ 2N we have Hkj
�
y (L̃H

w ) = 0.
(ii) The integers cy,w,j ∈ Z are non-negative. Moreover, for k + l(w) − l(y) = 2j

(j � 0) we have an isomorphism

Hkj
�
y (L̃H

w ) = (
QH

Zy
[dim Zy])⊕cy,w,j .

Proof. By Proposition 13.2.9 we have an expression

Hkj
�
y (L̃H

w ) = Nk ⊗ QH
Zy

[dim Zy] (Nk ∈ SH(k + l(w) − l(y))p).

Therefore, by (13.2.38)∑
k

(−1)l(w)+l(y)−k[Nk] =
∑

j

cy,w,j qj .

Since we have [Nk] ∈ Rk+l(w)−l(y) and R = ⊕
n Rn, q ∈ R2, we obtain

k + l(w) − l(y) = 2j + 1 =⇒ [Nk] = 0,

k + l(w) − l(y) = 2j =⇒ [Nk] = cy,w,j qj .

Hence our assertion follows from the fact that an object in SH(k)p is a direct sum of
finitely many irreducible objects. ��

Now Theorem 12.2.5 is an immediate consequence of Theorem 13.2.11.



A

Algebraic Varieties

A.1 Basic definitions

Let k[X1, X2, . . . , Xn] be a polynomial algebra over an algebraically closed field
k with n indeterminates X1, . . . , Xn. We sometimes abbreviate it as k[X] =
k[X1, X2, . . . , Xn]. Let us associate to each polynomial f (X) ∈ k[X] its zero set

V (f ) := {x = (x1, x2, . . . , xn) ∈ kn | f (x) = f (x1, x2, . . . , xn) = 0}
in the n-fold product set kn of k. For any subset S ⊂ k[X] we also set V (S) =⋂

f ∈S V (f ). Then we have the following properties:

(i) V (1) = ∅, V (0) = kn.
(ii)

⋂
i∈I V (Si) = V (

⋃
i∈I Si).

(iii) V (S1) ∪ V (S2) = V (S1S2), where S1S2 := {fg | f ∈ S1, g ∈ S2}.
The inclusion ⊂ of (iii) is clear. We will prove only the inclusion ⊃. For x ∈
V (S1S2)\V (S2) there is an element g ∈ S2 such that g(x) 	= 0. On the other hand, it
follows from x ∈ V (S1S2) that f (x)g(x) = 0 (∀f ∈ S1). Hence f (x) = 0 (∀f ∈ S1)
and x ∈ V (S1). So the part ⊃ was also proved.

By (i), (ii), (iii) the set kn is endowed with the structure of a topological space
by taking {V (S) | S ⊂ k[X]} to be its closed subsets. We call this topology of kn

the Zariski topology. The closed subsets V (S) of kn with respect to it are called
algebraic sets in kn. Note that V (S) = V (〈S〉), where 〈S〉 denotes the ideal of k[X]
generated by S. Hence we may assume from the beginning that S is an ideal of k[X].
Conversely, for a subset W ⊂ kn the set

I (W) := {
f ∈ k[X] | f (x) = 0 (∀x ∈ W)

}
is an ideal of k[X]. When W is a (Zariski) closed subset of kn, we have clearly
V (I (W)) = W . Namely, in the diagram

ideals in k[X] V

�
I

closed subsets in kn
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we have V ◦I = Id. However, for an ideal J ⊂ k[X] the equality I (V (J )) = J does
not hold in general. We have only I (V (J )) ⊃ J . The difference will be clarified
later by Hilbert’s Nullstellensatz.

Let V be a Zariski closed subset of kn (i.e., an algebraic set in kn). We regard it as
a topological space by the relative topology induced from the Zariski topology of kn.
We denote by k[V ] the k-algebra of k-valued functions on V obtained by restricting
polynomial functions to V . It is called the coordinate ring of V . The restriction
map ρV : k[X] → k[V ] given by ρV (f ) := f |V is a surjective homomorphism of
k-algebras with Ker ρV = I (V ), and hence we have k[V ] � k[X]/I (V ). For each
point x = (x1, x2, . . . , xn) ∈ kn of V define a homomorphism ex : k[V ] → k of
k-algebras by ex(f ) = f (x). Then we get a map

e : V −→ Homk-alg(k[V ], k) (x �−→ ex),

where Homk-alg(k[V ], k) denotes the set of the k-algebra homomorphisms from
k[V ] to k. Conversely, for a k-algebra homomorphism φ : k[V ] → k define
x = (x1, x2, . . . , xn) ∈ kn by xi = φρV (Xi) (1 ≤ i ≤ n). Then we have x ∈ V and
ex = φ. Hence we have an identification V = Homk-alg(k[V ], k) as a set. Moreover,
the closed subsets of V are of the form V (ρ−1

V (J )) = { x ∈ V | ex(J ) = 0 } ⊂ V for
ideals J of k[V ]. Therefore, the topological space V is recovered from the k-algebra
k[V ]. It indicates the possibility of defining the notion of algebraic sets starting from
certain k-algebras without using the embedding into kn. Note that the coordinate ring
A = k[V ] is finitely generated over k, and reduced (i.e., does not contain non-zero
nilpotent elements) because k[V ] is a subring of the ring of functions on V with values
in the field k.

In this chapter we give an account of the classical theory of “algebraic varieties’’
based on reduced finitely generated (commutative) algebras over algebraically closed
fields (in the modern language of schemes one allows general commutative rings as
“coordinate algebras’’).

The following two theorems are fundamental.

Theorem A.1.1 (Aweak form of Hilbert’Nullstellensatz). Any maximal ideal of the
polynomial ring k[X1, X2, . . . , Xn] is generated by the elements Xi −xi (1 ≤ i ≤ n)

for a point x = (x1, x2, . . . , xn) ∈ kn.

Theorem A.1.2 (Hilbert’s Nullstellensatz). We have I (V (J )) = √
J , where

√
J

is the radical { f ∈ k[X] | f N ∈ J for some N � 0} of J .

For the proofs, see, for example, [Mu]. ��
For a finitely generated k-algebra A denote by Specm A the set of the maximal

ideals of A. For an algebraic set V ⊂ kn we have a bijection

Homk-alg(k[V ], k) � Specm k[V ] (e �−→ Ker e)

by TheoremA.1.1. Under this correspondence, the closed subsets in Specm k[V ] � V

are the sets
V (I) = { m ∈ Specm k[V ] | m ⊃ I },
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where I ranges through the ideals of k[V ]. Theorem A.1.2 implies that there is a one-
to-one correspondence between the closed subsets in Specm k[V ] and the radical
ideals I (I = √

I ) of k[V ].

A.2 Affine varieties

Motivated by the arguments in the previous section, we start from a finitely generated
reduced commutative k-algebra A to define an algebraic variety. Namely, we set
V = Specm A and define its topology so that the closed subsets are given by{

V (I) = {m ∈ Specm A | I ⊂ m} | I : ideals of A
}
.

By Hilbert’s Nullstellensatz (its weak form), we get the identification

V � Homk-alg(A, k).

We sometimes write a point x ∈ V as mx ∈ Specm A or ex ∈ Homk-alg(A, k). Under
this notation we have

f (x) = ex(f ) = (f mod mx) ∈ k

for f ∈ A. Here, we used the identification k � A/mx obtained by the composite
of the morphisms k ↪→ A → A/mx . Hence the ring A is regarded as a k-algebra
consisting of certain k-valued functions on V .

Recall that any open subset of V is of the form D(I) = V \ V (I), where I is
an ideal of A. Since A is a noetherian ring (finitely generated over k), the ideal I is
generated by a finite subset {f1, f2, . . . , fr} of I . Then we have

D(I) = V \
( r⋂

i=1

V (fi)
)

=
r⋃

i=1

D(fi),

where D(f ) = { x ∈ V | f (x) 	= 0 } = V \V (f ) for f ∈ A. We call an open subset
of the form D(f ) for f ∈ A a principal open subset of V . Principal open subsets
form a basis of the open subsets of V . Note that we have the equivalence

D(f ) ⊂ D(g) ⇐⇒ √
(f ) ⊂ √

(g) ⇐⇒ f ∈ √(g)

by Hilbert’s Nullstellensatz.
Assume that we are given an A-module M . We introduce a sheaf M̃ on the

topological space V = Specm A as follows. For a multiplicatively closed subset
S of A we denote by S−1M the localization of M with respect to S. It consists of
the equivalence classes with respect to the equivalence relation ∼ on the set of pairs
(s, m) = m/s (s ∈ S, m ∈ M) given by m/s ∼ m′/s′ ⇐⇒ t (s′m − sm′) = 0
(∃t ∈ S). By the ordinary operation rule of fractional numbers S−1A is endowed
with a ring structure and S−1M turns out to be an S−1A-module. For f ∈ A we set
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Mf = S−1
f M , where Sf := {1, f, f 2, . . . }. Note that for two principal open subsets

D(f ) ⊂ D(g) a natural homomorphism r
g
f : Mg → Mf is defined as follows. We

have f n = hg (h ∈ A, n ∈ N), and then the element m/gl ∈ Mg is mapped to
m/gl = hlm/hlgl = hlm/f nl ∈ Mf . In the case of D(f ) = D(g) we easily see
Mf � Mg by considering the inverse.

Theorem A.2.1.
(i) For an A-module M there exists a unique sheaf M̃ on V = Specm A such that for

any principal open subset D(f ) we have M̃(D(f )) = Mf , and the restriction
homomorphism M̃(D(f )) → M̃(D(g)) for D(f ) ⊂ D(g) is given by r

g
f .

(ii) The sheaf OV := Ã is naturally a sheaf of k-algebras on V .
(iii) For an A-module M the sheaf M̃ is naturally a sheaf of OV -module. The stalk

of M̃ at x ∈ V is given by

Mmx = (A � mx)−1M = lim−→
f (x)	=0

Mf .

This is a module over the local ring OV,x := Amx = (A � mx)−1A.

The key point of the proof is the fact that the functor D(f ) �→ Mf on the category
of principal open subsets {D(f ) | f ∈ A} satisfies the “axioms of sheaves (for a basis
of open subsets),’’ which is assured by the next lemma.

Lemma A.2.2. Assume that the condition 〈f1, f2, . . . , fr 〉 
 1 is satisfied in the ring
A. Then for an A-module M we have an exact sequence

0 −→ M
α−→

r∏
i=1

Mfi

β−→
∏
i,j

Mfifj
,

where the last arrow maps (si)
r
i=1 to si − sj ∈ Mfifj

(1 ≤ i, j ≤ r).

Proof. We first show that for any N ∈ N there exists g1, . . . , gr satisfying
∑

i gif
N
i =

1. Note that our assumption 〈f1, f2, . . . , fr 〉 
 1 is equivalent to saying that for any
m ∈ Specm A there exists at least one element fi such that fi /∈ m (Specm A =⋃r

i=1 D(fi)). If fi /∈ m, then we have f N
i /∈ m for any N since m is a prime ideal.

Therefore, we get 〈f N
1 , f N

2 , . . . , f N
r 〉 
 1, and the assertion is proved.

Let us show the injectivity of α. Assume m ∈ Ker α. Then there exists N � 0
such that f N

i m = 0 (1 ≤ i ≤ r). Combining it with the equality
∑

i gif
N
i = 1 we

get m = ∑
i gif

N
i m = 0.

Next assume that (ml) ∈ ∏l Mfl
∈ Ker β. We will show that there is an element

m ∈ M such that α(m) = (ml). It follows from our assumption that mi = mj in
Mfifj

(1 ≤ i, j ≤ r). This is equivalent to saying that (fifj )N(mi − mj ) = 0
(1 ≤ i, j ≤ r) for a large number N . That is, f N

j f N
i mi = f N

i f N
j mj . Now

set m = ∑r
i=1 gi(f

N
i mi) (

∑
gif

N
i = 1). Then for any 1 ≤ l ≤ r we have

f N
l m = f N

l

∑
i gi(f

N
i mi) = ∑

i gif
N
i (f N

l mi) = ∑
i gif

N
i f N

l ml = f N
l ml and

f N
l (m − ml) = 0. Hence we have α(m) = (ml). ��
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For a general open subset U = ⋃r
i=1 D(fi) of U we have

�(U, M̃) = {
(si) ∈ Mfi

| si = sj in Mfifj
(1 ≤ i, j ≤ r)

}
.

In particular, for OV = Ã we have

�(U, OV ) = {f : U → k | for each point of U,

there is an open neighborhood D(g) such that f |D(g) ∈ Ag.}
Let (X, OX) be a pair of a topological space X and a sheaf OX of k-algebras on

X consisting of certain k-valued functions. We say that the pair (X, OX) (or simply
X) is an affine variety if (X, OX) is isomorphic to some (V , OV ) (V = Specm A,

OV = Ã) in the sense that there exists a homeomorphism φ : X −→∼ V such that

the correspondence f �→ f ◦ φ gives an isomorphism �(φ(U), OV ) −→∼ �(U, OX)

for any open subset U of V . In this case we have a natural isomorphism φ� :
φ−1OV −→∼ OX of a sheaf of k-algebras. In particular, we have an isomorphism

φ
�
x : OV,φ(x) −→∼ OX,x of local rings for any x ∈ X.

A.3 Algebraic varieties

Let (X, OX) be a pair of a topological space X and a sheaf OX of k-algebras consisting
of certain k-valued functions. We say that the pair (X, OX) (or simply X) is called a
prevariety over k if it is locally an affine variety (i.e., if for any point x ∈ X there is an
open neighborhood U 
 x such that (U, OX|U ) is isomorphic to an affine variety).
In such cases, we call the sheaf OX the structure sheaf of X and sections of OX are
called regular functions. A morphism φ : X → Y between prevarieties X, Y is a
continuous map so that for any open subset U of Y and any f ∈ �(U, OY ) we have
f ◦ φ ∈ �(f −1U, OX).

A prevariety X is called an algebraic variety if it is quasi-compact and separated .
Let us explain more precisely these two conditions.

The quasi-compactness is a purely topological condition. We say that a topological
space X is quasi-compact if any open covering of X admits a finite subcovering. We
say “quasi’’ because X is not assumed to be Hausdorff. In fact, an algebraic variety
is not Hausdorff unless it consists of finitely many points. In particular, an algebraic
variety X is covered by finitely many affine varieties.

The condition of separatedness plays an alternative role to that of the Hausdorff
condition. To define it we need the notion of products of prevarieties.

We define the product V1 × V2 of two affine varieties V1, V2 to be the affine
variety associated to the tensor product A1 ⊗k A2 (Ai = �(Vi, OVi

)) of k-algebras.
This operation is possible thanks to the following proposition.

Proposition A.3.1. For any pair A1, A2 of finitely generated reduced k-algebras the
tensor product A1 ⊗k A2 is also reduced.
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Proof. Consider the embeddings Vi ⊂ Ani (i = 1, 2) and V1 × V2 ⊂ An1+n2 . Next,
define the ring k[V1 × V2] to be the restriction of the polynomial ring k[An1+n2 ] to
V1 × V2. Then the restriction map ϕ : k[V1] ⊗k k[V2] → k[V1 × V2] is bijective (the
right-hand side is obviously reduced). The surjectivity is clear. We can also prove
the injectivity, observing that for any linearly independent elements {fi} (resp. {gj })
in k[V1] (resp. k[V2]) over k the elements {ϕ(figj )} are again linearly independent
in k[V1 × V2]. ��

By definition the product V1 × V2 of affine varieties V1, V2 has a finer topology
than the usual product topology.

Now let us give the definition of the product of two prevarieties X, Y . Let
X = ⋃

i Vi , Y = ⋃
j Uj be affine open coverings of X and Y , respectively. Then the

product set X×Y is covered by { Vi ×Uj }(i,j) (X×Y = ⋃
(i,j) Vi ×Uj ). Note that we

regard the product sets Vi×Uj as affine varieties by the above arguments. Namely, the
structure sheaf OVi×Uj

is associated to the tensor product �(Vi, OVi
)⊗k�(Uj , OUj

).
Then we can glue (Vi × Uj , OVi×Uj

) to get a topology of X×Y and a sheaf OX×Y of
k-algebras consisting of certain k-valued functions on X×Y , for which (X×Y, OX×Y )

is a prevariety. This prevariety is called the product of two prevarieties X and Y . It
is the “fiber product’’ in the category of prevarieties.

Using these definitions, we say that a prevariety X is separated if the diagonal
set � = {(x, x) ∈ X × X} is closed in the self-product X × X.

Let us add some remarks.

(i) If φ : X → Y is a morphism of algebraic varieties, then its graph �φ =
{ (x, φ(x)) ∈ X × Y } is a closed subset of X × Y .

(ii) Affine varieties are separated (hence they are algebraic varieties).

A.4 Quasi-coherent sheaves

Let (X, OX) be an algebraic variety. We say that a sheaf F of OX-module (hereafter,
we simply call F an OX-module) is quasi-coherent over OX if for each point x ∈ X

there exists an affine open neighborhood V 
 x and a module MV over AV = OX(V )

such that F |V � M̃V as OV -modules (M̃V is an OV -module on V = Specm AV

constructed from the AV -module MV by Theorem A.2.1). If, moreover, every MV is
finitely generated over AV , we say that F is coherent over OX. The next theorem is
fundamental.

Theorem A.4.1.
(i) (Chevalley) The following conditions on an algebraic variety X are equivalent:

(a) X is an affine variety.
(b) For any quasi-coherent OX-module F we have Hi(X, F ) = 0 (i ≥ 1).
(c) For any quasi-coherent OX-module F we have H 1(X, F ) = 0.

(ii) Let X be an affine variety and A = OX(X) its coordinate ring. Then the functor

Mod(A) 
 M �−→ M̃ ∈ Modqc(OX)
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from the category Mod(A) of A-modules to the category Modqc(OX) of quasi-
coherent OX-modules induces an equivalence of categories. Namely, any quasi-
coherent OX-module is isomorphic to the sheaf M̃ constructed from an A-module
M , and there exists an isomorphism

HomA(M, N) −→∼ HomOX
(M̃, Ñ).

In particular, for a quasi-coherent OX-module F we have

F � F̃ (X).

By Theorem A.4.1 (ii) local properties of a quasi-coherent OX-module F can
be deduced from those of the OX(V )-module F(V ) for an affine neighborhood V .
For example, F is locally free (resp. coherent) if and only if every point x ∈ X

has an affine open neighborhood V such that F(V ) is free (resp. finitely generated)
over OX(V ).

Let us give some examples.

Example A.4.2. Tangent sheaf �X and cotangent sheaf �1
X (In this book, �X stands

for the sheaf �n
X := ∧n

�1
X (n = dim X) of differential forms of top degree). We

denote by EndkOX the sheaf of k-linear endomorphisms of OX. We say that a section
θ ∈ (EndkOX)(X) is a vector field on X if for each open subset U ⊂ X the restriction
θ(U) := θ |U ∈ (EndkOX)(U) satisfies the condition

θ(U)(fg) = θ(U)(f )g + f θ(U)(g) (f, g ∈ OX(U)).

For an open subset U of X, denote the set of the vector fields θ (∈ (EndkOU )(U)) on
U by �(U). Then �(U) is an OX(U)-module, and the presheaf U �→ �(U) turns
out to be a sheaf (of OX-modules). We denote this sheaf by �X and call it the tangent

sheaf of X. When U is affine, we have �U � D̃erk(A) for A = OX(U), where the
right-hand side is the OU -module associated to the A-module

Derk(A) := { θ ∈ Endk A | θ(fg) = θ(f )g + f θ(g) (f, g ∈ A) }
of the derivations of A over k. It follows from this fact that �X is a coherent OX-
module. Indeed, if A = k[X]/I (here k[X] = k[X1, X2, . . . , Xn] is a polynomial
ring), then we have

Derk(k[X]) =
n⊕

i=1

k[X]∂i

(
∂i := ∂

∂Xi

)
(free k[X]-module of rank n) and

Derk(A) � {θ ∈ Derk(k[X]) | θ(I ) ⊂ I }.
Hence Derk(A) is finitely generated over A.
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On the other hand we define the cotangent sheaf of X by �1
X := δ−1(J /J 2),

where δ : X → X × X is the diagonal embedding, J is the ideal sheaf of δ(X) in
X × X defined by

J (V ) = {f ∈ OX×X(V ) | f (V ∩ δ(X)) = {0}}
for any open subset V of X×X, and δ−1 stands for the sheaf-theoretical inverse image
functor. Sections of the sheaf �1

X are called differential forms. By the canonical
morphism OX → δ−1OX×X of sheaf of k-algebras �1

X is naturally an OX-module.
We have a morphism d : OX → �1

X of OX-modules defined by df = f ⊗ 1 −
1 ⊗ f mod δ−1J 2. It satisfies d(fg) = d(f )g + f (dg) for any f, g ∈ OX.
For α ∈ HomOX

(�1
X, OX) we have α ◦ d ∈ �X, which gives an isomorphism

HomOX
(�1

X, OX) � �X of OX-modules.

A.5 Smoothness, dimensions and local coordinate systems

Let x be a point of an algebraic variety X. We say that X is smooth (or non-singular)
at x ∈ X if the stalk OX,x is a regular local ring. This condition is satisfied if and
only if the cotangent sheaf �1

X is a free OX-module on an open neighborhood of x.
The smooth points of X form an open subset of X. Let us denote this open subset by
Xreg. An algebraic variety is called smooth (or non-singular) if all of its points are
smooth. It is equivalent to saying that �1

X is a locally free OX-module. In this case
�X is also locally free of the same rank by HomOX

(�1
X, OX) � �X. For a smooth

point x ∈ X the dimension of X at x is defined by

dimx X := rankOX,x
�X,x = rankOX,x

�1
X,x,

where �X,x and �1
X,x are the stalks of �X and �1

X at x, respectively. It also coincides
with the Krull dimension of the regular local ring OX,x . We define the dimension of
X to be the locally constant function on Xreg defined by

(dim X)(x) := dimx X.

If X is irreducible, the value dimx X does not depend on the point x ∈ Xreg.

Theorem A.5.1. Let X be a smooth algebraic variety of dimension n. Then for each
point p ∈ X, there exist an affine open neighborhood V of p, regular functions
xi ∈ k[V ] = OX(V ), and vector fields ∂i ∈ �X(V ) (1 ≤ i ≤ n) satisfying the
conditions {

[∂i, ∂j ] = 0, ∂i(xj ) = δij (1 ≤ i, j ≤ n)

�V = ⊕n
i=1 OV ∂i .

Moreover, we can choose the functions x1, x2, . . . , xn so that they generate the max-
imal ideal mp of the local ring OX,p at p.
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Proof. By the theory of regular local rings there exist n(= dimx X) functions
x1, . . . , xn ∈ mp generating the ideal mp. Then dx1, . . . , dxn is a basis of the
free OX,p-module �1

X,p. Hence we can take an affine open neighborhood V of

p such that �1
X(V ) is a free module with basis dx1, . . . , dxn over OX(V ). Tak-

ing the dual basis ∂1, . . . , ∂n ∈ �X(V ) � HomOX(V )(�
1
X(V ), OX(V )) we get

∂i(xj ) = δij . Write [∂i, ∂j ] as [∂i, ∂j ] = ∑n
l=1 gl

ij ∂l (gl
ij ∈ OX(V )). Then we

have gl
ij = [∂i, ∂j ] xl = ∂i∂j xl − ∂j ∂ixl = 0. Hence [∂i, ∂j ] = 0. ��

Definition A.5.2. The set { xi, ∂i | 1 ≤ i ≤ n } defined over an affine open neigh-
borhood of p satisfying the conditions of Theorem A.5.1 is called a local coordinate
system at p.

It is clear that this notion is a counterpart of the local coordinate system of a
complex manifold. Note that the local coordinate system {xi} defined on an affine
open subset V of a smooth algebraic variety does not necessarily separate the points
in V . We only have an étale morphism V → kn given by q �→ (x1(q), . . . , xn(q)).

We have the following relative version of Theorem A.5.1.

Theorem A.5.3. Let Y be a smooth subvariety of a smooth algebraic variety X.
Assume that dimp Y = m, dimp X = n at p ∈ Y . Then we can take an affine open
neighborhood V of p in X and a local coordinate system {xi, ∂i | 1 ≤ i ≤ n} such that
Y ∩V = {q ∈ V | xi(q) = 0 (m < i ≤ n)} (hence k[Y ∩V ] = k[V ]/∑i>m k[V ] xi)

and {xi, ∂i | 1 ≤ i ≤ m} is a local coordinate system of Y ∩ V . Here we regard
∂i (1 ≤ i ≤ m) as derivations on k[Y ∩ V ] by using the relation ∂ixj = 0 (j > m).

Proof. The result follows from the fact that smooth ⇒ locally complete intersec-
tion. ��
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Derived Categories and Derived Functors

In this appendix, we give a brief account of the theory of derived categories without
proofs. The basic references are Hartshorne [Ha1], Verdier [V2], Borel et al. [Bor3,
Chapter 1], Gelfand–Manin [GeM], Kashiwara–Schapira [KS2], [KS4]. We espe-
cially recommend the reader to consult Kashiwara–Schapira [KS4] for details on this
subject.

B.1 Motivation

The notion of derived categories is indispensable if one wants to fully understand the
theory of D-modules. Many operations of D-modules make sense only in derived
categories, and the Riemann–Hilbert correspondence, which is the main subject of
Part I, cannot be formulated without this notion. Derived categories were introduced
by A. Grothendieck [Ha1], [V2]. We hear that M. Sato arrived at the same notion
independently in his way of creating algebraic analysis. In this section we explain
the motivation of the theory of derived categories and give an outline of the theory.

Let us first recall the classical definition of right derived functors. Let C, C′ be
abelian categories and F : C → C′ a left exact functor. Assume that the category C
has enough injectives, i.e., for any object X ∈ Ob(C) there exists a monomorphism
X → I into an injective object I . Then for any X ∈ Ob(C) there exists an exact
sequence

0 −→ X −→ I 0 −→ I 1 −→ · · ·
such that I k is an injective object for any k ∈ Z. Such an exact sequence is called an
injective resolution of X. Next consider the complex

I˙ = [
0 −→ I 0 −→ I 1 −→ I 2 −→ I 3 · · · ]

in C and apply to it the functor F . Then we obtain a complex

F(I˙) = [
0 −→ F(I 0) −→ F(I 1) −→ F(I 2) −→ F(I 3) · · · ]

in C′. As is well known in homological algebra the nth cohomology group of F(I˙):
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HnF(I˙) = Ker[F(In) −→ F(In+1)]/ Im[F(In−1) −→ F(In)]
does not depend on the choice of injective resolutions, and is uniquely determined up
to isomorphisms. Set RnF(X) = HnF(I˙) ∈ Ob(C′). Then RnF defines a functor
RnF : C → C′. We call RnF the nth derived functor of F . For n < 0 we have
RnF = 0 and R0F = F . Similar construction can be applied also to complexes in C
which are bounded below. Indeed, consider a complex

X˙ = [ · · · −→ 0 −→ 0 −→ Xk −→ Xk+1 −→ Xk+2 −→ · · · ]
in C such that Xi = 0 for any i < k. Then there exists a complex

I˙ = [ · · · −→ 0 −→ 0 −→ I k −→ I k+1 −→ I k+2 −→ · · · ]
of injective objects in C and a quasi-isomorphism f : X˙ → I ,̇ i.e., a morphism of
complexes f : X˙ → I˙ which induces an isomorphism Hi(X˙) � Hi(I˙) for any
i ∈ Z. We call I˙ an injective resolution of X .̇ Since the injective resolution I˙
and the complex F(I˙) are uniquely determined up to homotopy equivalences, the
nth cohomology group HnF(I˙) ∈ Ob(C′) of F(I˙) is uniquely determined up to
isomorphisms. Set RnF(X˙) = HnF(I˙) ∈ Ob(C′). If we introduce the homotopy
category K+(C) of complexes in C which are bounded below (for the definition see
Section B.2 below), this gives a functor RnF : K+(C) → C′. Such derived functors
for “complexes’’ are frequently used in algebraic geometry.

However, this classical construction of derived functors has some defects. Since
we treat only cohomology groups {HnF(I˙)}n∈Z of F(I˙), we lose various impor-
tant information of the complex F(I˙) itself. Moreover, the above construction of
derived functors is not convenient for the composition of functors. For example, let
G : C′ −→ C′′ be another left exact functor. Then, for X ∈ Ob(C) the equality
Ri+j (G ◦ F)(X) = RiG(Rj F (X)) cannot be expected in general. The theory of
spectral sequences was invented as a remedy for such problems, but the best way
is to treat everything at the level of complexes without taking cohomology groups.
Namely, we want to introduce certain categories of complexes and define a lifting
RF (which will be also called a derived functor of F ) of RnF ’s between such cate-
gories of complexes. This is the theory of derived categories. Indeed, the language
of derived categories allows one to formulate complicated relations among various
functors in a very beautiful and efficient way.

Now let us briefly explain the construction of derived categories. Let C(C) be the
category of complexes in C. Since the injective resolutions f : X˙ → I˙ of X˙ are just
quasi-isomorphisms in C(C), we should change the family of morphisms of C(C) so
that quasi-isomorphisms are isomorphisms in the new category. For this purpose we
use a general theory of localizations of categories (see Section B.4). However, this
localization cannot be applied directly to the category C(C). So we first define the
homotopy category K(C) by making homotopy equivalences in C(C) invertible, and
then apply the localization. The derived category D(C) thus obtained is an additive
category and not an abelian category any more. Therefore, we cannot consider short
exact sequences 0 → X˙ → Y˙ → Z˙ → 0 of complexes in D(C) as in C(C).
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Nevertheless, we can define the notion of distinguished triangles in D(C) which is a
substitute for that of short exact sequences of complexes. In other words, the derived
category D(C) is a triangulated category in the sense of Definition B.3.6. As in the
case of short exact sequences in C(C), from a distinguished triangle in D(C) we can
deduce a cohomology long exact sequence in C. Let F : C → C′ be a left exact
functor and assume that C has enough injectives. Denote by D+(C) (resp. D+(C′))
the full subcategory of D(C) (resp. D(C)) consisting of complexes which are bounded
below. Then we can construct a (right) derived functor RF : D+(C) → D+(C′) of
F , which sends distinguished triangles to distinguished triangles. If we identify an
object X of C with a complex[ · · · −→ 0 −→ 0 −→ X −→ 0 −→ 0 −→ · · · ]
concentrated in degree 0 and hence with an object of D+(C), we have an isomorphism
Hn(RF(X)) � RnF(X) in C′. From this we see that the new derived functor RF :
D+(C) → D+(C′) extends classical ones. Moreover, this new construction of derived
functors turns out to be very useful for the compositions of various functors. Let
G : C′ → C′′ be another left exact functor and assume that C′ has enough injectives.
Then also the derived functors RG and R(G◦F) exist and (under a sufficiently weak
hypothesis) we have a beautiful composition rule RG◦RF = R(G◦F). Since in the
theory of D-modules we frequently use the compositions of various derived functors,
such a nice property is very important.

B.2 Categories of complexes

Let C be an abelian category, e.g., the category of R-modules over a ring R, the
category Sh(T0) of sheaves on a topological space T0. Denote by C(C) the category
of complexes in C. More precisely, an object X˙ of C(C) consists of a family of
objects {Xn}n∈Z in C and that of morphisms {dn

X˙ : Xn −→ Xn+1}n∈Z in C satisfying
dn+1

X˙ ◦ dn
X˙ = 0 for any n ∈ Z. A morphism f : X˙ −→ Y˙ in C(C) is a family of

morphisms {f n : Xn −→ Y n}n∈Z in C satisfying the condition dn
Y ˙ ◦f n = f n+1 ◦dn

X˙
for any n ∈ Z. Namely, a morphism in C(C) is just a chain map between two
complexes in C. For an object X˙ ∈ Ob(C(C)) of C(C) we say that X˙ is bounded
below (resp. bounded above, resp. bounded) if it satisfies the condition Xi = 0 for
i # 0 (resp. i � 0, resp. |i| � 0). We denote by C+(C) (resp. C−(C), resp. Cb(C))
the full subcategory of C(C) consisting of objects which are bounded below (resp.
bounded above, resp. bounded). These are naturally abelian categories. Moreover,
we identify C with the full subcategory of C(C) consisting of complexes concentrated
in degree 0.

Definition B.2.1. We say that a morphism f : X˙ → Y˙ in C(C) is a quasi-
isomorphism if it induces an isomorphism Hn(X˙) � Hn(Y˙) between cohomology
groups for any n ∈ Z.
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Definition B.2.2.
(i) For a complex X˙ ∈ Ob(C(C)) with differentials dn

X˙ : Xn → Xn+1 (n ∈ Z) and
an integer k ∈ Z, we define the shifted complex X˙[k] by{

Xn[k] = Xn+k,

dn
X˙[k] = (−1)kdn+k

X˙ : Xn[k] = Xn+k −→ Xn+1[k] = Xn+k+1.

(ii) For a morphism f : X˙ → Y˙ in C(C), we define the mapping cone Mf ˙ ∈
Ob(C(C)) by⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Mn
f = Xn+1 ⊕ Y n,

dn
Mf ˙ : Mn

f = Xn+1 ⊕ Y n −→ Mn+1
f = Xn+2 ⊕ Y n+1

�� ��
(xn+1, yn) �−→ (−dn+1

X˙ (xn+1), f n+1(xn+1) + dn
Y ˙(yn)).

There exists a natural short exact sequence

0 −→ Y˙ α(f )−→ Mf ˙ β(f )−→ X˙[1] −→ 0

in C(C), from which we obtain the cohomology long exact sequence

· · · −→ Hn−1(Mf ˙) −→ Hn(X˙) −→ Hn(Y˙) −→ Hn(Mf ˙) −→ · · ·
in C. Since the connecting homomorphisms Hn(X˙) −→ Hn(Y˙) in this long exact
sequence coincide with Hn(f ) : Hn(X˙) −→ Hn(Y˙) induced by f : X˙ → Y ,̇ we
obtain the following useful result.

Lemma B.2.3. A morphism f : X˙ → Y˙ in C(C) is a quasi-isomorphism if and only
if Hn(Mf ˙) = 0 for any n ∈ Z.

Definition B.2.4. For a complex X˙ ∈ Ob(C(C)) in C and an integer k ∈ Z we define
the truncated complexes by

τ�kX· = τ<k+1X· := [· · · → Xk−1 → Zk = Ker dk
X˙ → 0 → 0 → · · · ],

τ�k+1X· = τ>kX· := [· · · → 0 → 0 → Bk+1 = Im dk
X˙ → Xk+1 → · · · ].

For X˙ ∈ Ob(C(C)) there exists a short exact sequence

0 −→ τ�kX· −→ X· −→ τ>kX· −→ 0

in C(C) for each k ∈ Z. Note that the complexes τ�kX· and τ>kX· satisfy the follow-
ing conditions, which explain the reason why we call them “truncated’’ complexes:

Hj (τ�kX·) �
{

Hj (X·) j ≤ k

0 j > k,

Hj (τ>kX·) �
{

Hj (X·) j > k

0 j ≤ k.
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B.3 Homotopy categories

In this section, before constructing derived categories, we define homotopy categories.
Derived categories are obtained by applying a localization of categories to homotopy
categories. In order to apply the localization, we need a family of morphisms called
a multiplicative system (see Definition B.4.2 below). But the quasi-isomorphisms
in C(C) do not form a multiplicative system. Therefore, for the preparation of the
localization, we define the homotopy categories K#(C) (# = ∅, +, −, b) of an abelian
category C as follows. First recall that a morphism f : X˙ → Y˙ in C#(C) (# =
∅, +, −, b) is homotopic to 0 (we write f ∼ 0 for short) if there exists a family
{sn : Xn → Y n−1}n∈Z of morphisms in C such that f n = sn+1 ◦ dn

X˙ + dn−1
Y ˙ ◦ sn for

any n ∈ Z:

· · · −−−→ Xn−1 −−−→dn−1
X˙ Xn −−−→dn

X˙ Xn+1 −−−→ · · ·⏐⏐⏐	f n−1

�
��sn

⏐⏐⏐	f n

�
��sn+1

⏐⏐⏐	f n+1

· · · −−−→ Y n−1 −−−→dn−1
Y ˙ Y n −−−→dn

Y ˙ Y n+1 −−−→ · · · .

We say also that two morphisms f, g ∈ HomC#(C)(X˙, Y˙) in C#(C) are homotopic
(we write f ∼ g for short) if the difference f − g ∈ HomC#(C)(X˙, Y˙) is homotopic
to 0.

Definition B.3.1. For # = ∅, +, −, b we define the homotopy category K#(C) of
C by {

Ob(K#(C)) = Ob(C#(C)),

HomK#(C)(X˙, Y˙) = HomC#(C)(X˙, Y˙)/Ht(X˙, Y˙),
where Ht(X˙, Y˙) is a subgroup of HomC#(C)(X˙, Y˙) defined by Ht(X˙, Y˙) = {

f ∈
HomC#(C)(X˙, Y˙) | f ∼ 0

}
.

The homotopy categories K#(C) are not abelian, but they are still additive cate-
gories. We may regard the categories K#(C) (# = +, −, b) as full subcategories of
K(C). Moreover, C is naturally identified with the full subcategories of these homo-
topy categories consisting of complexes concentrated in degree 0. Since morphisms
which are homotopic to 0 induce zero maps in cohomology groups, the additive
functors Hn : K#(C) → C (X˙ �−→ Hn(X˙)) are well defined. We say that a mor-
phism f : X˙ → Y˙ in K#(C) is a quasi-isomorphism if it induces an isomorphism
Hn(X˙) � Hn(Y˙) for any n ∈ Z. Recall that a morphism f : X˙ → Y˙ in C#(C)

is called a homotopy equivalence if there exists a morphism g : Y˙ → X˙ in C#(C)

such that g ◦ f ∼ idX˙ and f ◦ g ∼ idY ˙. Homotopy equivalences in C#(C) are
isomorphisms in K#(C) and hence quasi-isomorphisms. As in the case of the cat-
egories C#(C), we can also define truncation functors τ�k : K(C) → K+(C) and
τ�k : K(C) → K−(C).

Since the homotopy category K#(C) is not abelian, we cannot consider short exact
sequences in it any more. So we introduce the notion of distinguished triangles in
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K#(C) which will be a substitute for that of short exact sequences in the derived
category D#(C).

Definition B.3.2.
(i) A sequence X˙ −→ Y˙ −→ Z˙ −→ X˙[1] of morphisms in K#(C) is called a

triangle.
(ii) Amorphism of triangles between two triangles X1˙ −→ Y1˙ −→ Z1˙ −→ X1˙[1]

and X2˙ −→ Y2˙ −→ Z2˙ −→ X2˙[1] in K#(C) is a commutative diagram

X1˙ −−−→ Y1˙ −−−→ Z1˙ −−−→ X1˙[1]⏐⏐⏐	h ⏐⏐⏐	 ⏐⏐⏐	 ⏐⏐⏐	h[1]

X2˙ −−−→ Y2˙ −−−→ Z2˙ −−−→ X2˙[1]

in K#(C).
(iii) We say that a triangle X˙ −→ Y˙ −→ Z˙ −→ X˙[1] in K#(C) is a distinguished

triangle if it is isomorphic to a mapping cone triangle X0˙ f−→ Y0˙ α(f )−→ Mf ˙ β(f )−→
X0˙[1] associated to a morphism f : X0˙ −→ Y0˙ in C#(C), i.e., there exists a
commutative diagram

X0˙ f−−−−→ Y0˙ α(f )−−−−→ Mf ˙ β(f )−−−−→ X0˙[1]
�
⏐⏐	 �

⏐⏐	 �
⏐⏐	 �

⏐⏐	
X˙ −−−−→ Y˙ −−−−→ Z˙ −−−−→ X˙[1]

in which all vertical arrows are isomorphisms in K#(C).

A distinguished triangle X˙ −→ Y˙ −→ Z˙ −→ X˙[1] is sometimes denoted by

X˙ −→ Y˙ −→ Z˙ +1−→ or by

Y˙ Z˙

X .̇

�

�
�

�
�

���

[+1]

�
�

�
�

���

Proposition B.3.3. The family of distinguished triangles in C0 = K#(C) satisfies the
following properties (TR0) ∼ (TR5):

(TR0) A triangle which is isomorphic to a distinguished triangle is also distinguished.

(TR1) For any X˙ ∈ Ob(C0), X˙ idX˙−−→ X˙ −→ 0 −→ X˙[1] is a distinguished
triangle.
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(TR2) Any morphism f : X˙ −→ Y˙ in C0 can be embedded into a distinguished

triangle X˙ f−→ Y˙ −→ Z˙ −→ X˙[1].
(TR3) A triangle X˙ f−→ Y˙ g−→ Z˙ h−→ X˙[1] in C0 is distinguished if and only if

Y˙ g−→ Z˙ h−→ X˙[1] −f [1]−−−→ Y˙[1] is distinguished.

(TR4) Given two distinguished triangles X1˙ f1−→ Y1˙ −→ Z1˙ −→ X1˙[1] and

X2˙ f2−→ Y2˙ −→ Z2˙ −→ X2˙[1] and a commutative diagram

X1˙ f1−−−−→ Y1˙
h

⏐⏐	 ⏐⏐	
X2˙ f2−−−−→ Y2˙

in C0, then we can embed them into a morphism of triangles, i.e., into a com-
mutative diagram in C0:

X1˙ −−−→ Y1˙ −−−→ Z1˙ −−−→ X1˙[1]⏐⏐⏐	h ⏐⏐⏐	 ψ

⏐⏐⏐	h[1]

X2˙ −−−→ Y2˙ −−−→ Z2˙ −−−→ X2˙[1].
(TR5) Let ⎧⎪⎪⎨⎪⎪⎩

X˙ f−→ Y˙ −→ Z0˙ −→ X˙[1]
Y˙ g−→ Z˙ −→ X0˙ −→ Y˙[1]
X˙ g◦f−→ Z˙ −→ Y0˙ −→ X˙[1],

be three distinguished triangles. Then there exists a distinguished triangle
Z0˙ −→ Y0˙ −→ X0˙ −→ Z0˙[1] which can be embedded into the commuta-
tive diagram

X˙ −−−→f
Y˙ −−−→ Z0˙ −−−→ X˙[1]

id

⏐⏐⏐	g ⏐⏐⏐	 id

X˙ −−−→g◦f
Z˙ −−−→ Y0˙ −−−→ X˙[1]⏐⏐⏐	f id

⏐⏐⏐	 ⏐⏐⏐	f [1]

Y˙ −−−→g
Z˙ −−−→ X0˙ −−−→ Y˙[1]⏐⏐⏐	 ⏐⏐⏐	 id

⏐⏐⏐	
Z0˙ −−−→ Y0˙ −−−→ X0˙ −−−→ Z0˙[1].

For the proof, see [KS2, Proposition 1.4.4]. The property (TR5) is called the
octahedral axiom, because it can be visualized by the following figure:
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Y0˙

Z0˙

X˙

Y˙

Z˙

X0˙+1

g◦f

+1

+1

+1

f g

���

��� ���

���

�
�

�
�

�
�� �

�
�

�
�

��

��

�
��

����

�
��

��

Corollary B.3.4. Set C0 = K#(C) and let X˙ f−→ Y˙ g−→ Z˙ h−→ X˙[1] be a
distinguished triangle in C0.

(i) For any n ∈ Z the sequence Hn(X˙) Hn(f )−−−→ Hn(Y˙) Hn(g)−−−→ Hn(Z˙) in C is
exact.

(ii) The composite g ◦ f is zero.
(iii) For any W˙ ∈ Ob(C0), the sequences{

HomC0(W˙, X˙) −→ HomC0(W˙, Y˙) −→ HomC0(W˙, Z˙)
HomC0(Z˙, W˙) −→ HomC0(Y˙, W˙) −→ HomC0(X˙, W˙)

associated to the distinguished triangle X˙ f−→ Y˙ g−→ Z˙ h−→ X˙[1] are exact
in the abelian category Ab of abelian groups.

Corollary B.3.5. Set C0 = K#(C).

(i) Let
X1˙ −−−→ Y1˙ −−−→ Z1˙ −−−→ X1˙[1]⏐⏐⏐	f

⏐⏐⏐	g ⏐⏐⏐	h ⏐⏐⏐	f [1]

X2˙ −−−→ Y2˙ −−−→ Z2˙ −−−→ X2˙[1].
be a morphism of distinguished triangles in C0. Assume that f and g are isomor-
phisms. Then h is also an isomorphism.

(ii) Let X˙ u−→ Y˙ −→ Z˙ −→ X˙[1] and X˙ u−→ Y˙ −→ Z′˙ −→ X˙[1] be two
distinguished triangles in C0. Then Z˙ � Z′ .̇

(iii) Let X˙ u−→ Y˙ −→ Z˙ −→ X˙[1] be a distinguished triangle in C0. Then u is
an isomorphism if and only if Z˙ � 0.

By abstracting the properties of the homotopy categories K#(C) let us introduce
the notion of triangulated categories as follows. In the case when C0 = K#(C) for an
abelian category C, the automorphism T : C0 −→ C0 in the definition below is the
degree shift functor (•)[1] : K#(C) → K#(C).
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Definition B.3.6. Let C0 be an additive category and T : C0 → C0 an automorphism
of C0.

(i) A sequence of morphisms X −→ Y −→ Z −→ T (X) in C0 is called a triangle
in C0.

(ii) Consider a family T of triangles in C0, called distinguished triangles. We say
that the pair (C0, T ) is a triangulated category if the family T of distinguished
triangles satisfies the axioms obtained from (TR0) ∼ (TR5) in Proposition B.3.3
by replacing (•)[1]’s with T (•)’s everywhere.

It is clear that Corollary B.3.4 (ii), (iii) and Corollary B.3.5 are true for any
triangulated category (C0, T ). Derived categories that we introduce in the next section
are also triangulated categories. Note also that the morphism ψ in (TR4) is not unique
in general, which is the source of some difficulties in using triangulated categories.

Definition B.3.7. Let (C0, T ), (C′
0, T ′) be two triangulated categories and T : C0 →

C0, T ′ : C′
0 → C′

0 the corresponding automorphisms. Then we say that an additive
functor F : C0 → C′

0 is a functor of triangulated categories (or a ∂-functor) if
F ◦ T = T ′ ◦ F and F sends distinguished triangles in C0 to those in C′

0.

Definition B.3.8. An additive functor F : C0 −→ A from a triangulated cate-
gory (C0, T ) into an abelian category A is called a cohomological functor if for
any distinguished triangle X −→ Y −→ Z −→ T (X), the associated sequence
F(X) −→ F(Y ) −→ F(Z) in A is exact.

The assertions (i) and (iii) of Corollary B.3.4 imply that the functors Hn :
K#(C) −→ C and HomK#(C)(W˙, •) : K#(C) −→ Ab are cohomological func-
tors, respectively. Let F : C0 −→ A be a cohomological functor. Then by using the
axiom (TR3) repeatedly, from a distinguished triangle X −→ Y −→ Z −→ T (X)

in C0 we obtain a long exact sequence

· · · −→ F(T −1Z) −→ F(X) −→ F(Y ) −→ F(Z) −→ F(T X)

−→ F(T Y ) −→ · · ·
in the abelian category A.

B.4 Derived categories

In this section, we shall construct derived categories D#(C) from homotopy categories
K#(C) by adding morphisms so that quasi-isomorphisms are invertible in D#(C). For
this purpose, we need the general theory of localizations of categories. Now let C0
be a category and S a family of morphisms in C0. In what follows, for two functors
F1, F2 : A1 → A2 (∈ Fun(A1, A2)) we denote by HomFun(A1,A2)(F1, F2) the set
of natural transformations (i.e., morphisms of functors) from F1 to F2.
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Definition B.4.1. A localization of the category C0 by S is a pair ((C0)S, Q) of a
category (C0)S and a functor Q : C0 → (C0)S which satisfies the following universal
properties:

(i) Q(s) is an isomorphism for any s ∈ S.
(ii) For any functor F : C0 → C1 such that F(s) is an isomorphism for any s ∈ S,

there exists a functor FS : (C0)S → C1 and an isomorphism F � FS ◦ Q of
functors:

C0 −−−→Q
(C0)S⏐⏐⏐	F ∃

FS

C1.

(iii) Let G1, G2 : (C0)S → C1 be two functors. Then the natural morphism

HomFun((C0)S ,C1)(G1, G2) −→ HomFun(C0,C1)(G1 ◦ Q, G2 ◦ Q)

is a bijection.

By the property (iii), FS in (ii) is unique up to isomorphisms. Moreover, since the
localization ((C0)S, Q) is characterized by universal properties (if it exists) it is unique
up to equivalences of categories. We call this operation “a localization of categories’’
because it is similar to the more familiar localization of (non-commutative) rings. As
we need the so-called “Ore conditions’’ for the construction of localizations of rings,
we have to impose some conditions on S to ensure the existence of the localization
((C0)S, Q).

Definition B.4.2. Let C0 be a category and S a family of morphisms. We call the
family S a multiplicative system if it satisfies the following axioms:

(M1) idX ∈ S for any X ∈ Ob(C0).
(M2) If f , g ∈ S and their composite g ◦ f exists, then g ◦ f ∈ S.
(M3) Any diagram

Y ′

s

⏐⏐	
X

f−−−−→ Y

in C0 with s ∈ S fits into a commutative diagram

X′ g−−−−→ Y ′

t

⏐⏐	 s

⏐⏐	
X

f−−−−→ Y

in C0 with t ∈ S. We impose also the condition obtained by reversing all arrows.
(M4) For f , g ∈ HomC0(X, Y ) the following two conditions are equivalent:
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(i) ∃s : Y −→ Y ′, s ∈ S such that s ◦ f = s ◦ g.
(ii) ∃t : X′ −→ X, t ∈ S such that f ◦ t = g ◦ t .

Let C0 be a category and S a multiplicative system in it. Then we can define a
category (C0)S by

(objects): Ob((C0)S) = Ob(C0).
(morphisms): For X, Y ∈ Ob((C0)S) = Ob(C0), we set

Hom(C0)S
(X, Y ) = {

(X
s←− W

f−→ Y ) | s ∈ S
}/ ∼

where two diagrams (X
s1←− W1

f1−→ Y ) (s1 ∈ S) and (X
s2←− W2

f2−→ Y ) (s2 ∈ S)

are equivalent (∼) if and only if they fit into a commutative diagram

W1

X W3 Y

W2

�
�

��

s1 �
�

��

f1

�

�s3

�

�
�

��
s2 �

�
��
f2

with s3 ∈ S. We omit the details here. Let us just explain how we compose morphisms
in the category (C0)S . Assume that we are given two morphisms{[

(X
s←− W1

f−→ Y )
] ∈ Hom(C0)S

(X, Y )[
(Y

t←− W2
g−→ Z)

] ∈ Hom(C0)S
(Y, Z)

(s, t ∈ S) in (C0)S . Then by the axiom (M3) of multiplicative systems we can
construct a commutative diagram

W3

W1 W2

X Y Z

�
��
u �

��h

�
��
s �

��f
�

��
t �

��g

with u ∈ S and the composite of these two morphisms in (C0)S is given by[
(X

s◦u←− W3
g◦h−→ Z)

] ∈ Hom(C0)S
(X, Z).

Moreover, there exists a natural functor Q : C0 −→ (C0)S defined by
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Q(X) = X for X ∈ Ob(C0),

HomC0(X, Y ) −→ Hom(C0)S
(Q(X), Q(Y ))

�� ��
f �−→ [

(X
idX←− X

f−→ Y )
]

for any X, Y ∈ Ob(C0).

We can easily check that the pair ((C0)S, Q) satisfies the conditions of the localization
of C0 by S. Since morphisms in S are invertible in the localized category (C0)S , a

morphism [(X s←− W
f−→ Y )] in (C0)S can be written also as Q(f ) ◦ Q(s)−1. If,

moreover, C0 is an additive category, then we can show that (C0)S is also an additive
category and Q : C0 → (C0)S is an additive functor. Since we defined the localization
(C0)S of C0 by universal properties, also the following category (C0)S satisfies the
conditions of the localization:

(objects): Ob((C0)S) = Ob(C0).
(morphisms): For X, Y ∈ Ob((C0)S) = Ob(C0), we set

Hom(C0)S (X, Y ) = {
(X

f−→ W
s←− Y ) | s ∈ S

}/ ∼
where we define the equivalence ∼ of diagrams similarly. Namely, a morphism in
the localization (C0)S can be written also as Q(s)−1 ◦Q(f ) for s ∈ S. The following
elementary lemma will be effectively used in the next section.

Lemma B.4.3. Let C0 be a category and S a multiplicative system in it. Let J0 be a
full subcategory of C0 and denote by T the family of morphisms in J0 which belong
to S. Assume, moreover, that for any X ∈ Ob(C0) there exists a morphism s : X → J

in S such that J ∈ Ob(J0). Then T is a multiplicative system in J0, and the natural
functor (J0)T → (C0)S gives an equivalence of categories.

Now let us return to the original situation and consider a homotopy category
C0 = K#(C) (# = ∅, +, −, b) of an abelian category C. Denote by S the family of
quasi-isomorphisms in it. Then we can prove that S is a multiplicative system.

Definition B.4.4. We set D#(C) = (K#(C))S and call it a derived category of C. The
canonical functor Q : K#(C) → D#(C) is called the localization functor.

By construction, quasi-isomorphisms are isomorphisms in the derived category
D#(C). Moreover, if we define distinguished triangles in D#(C) to be the triangles
isomorphic to the images of distinguished triangles in K#(C) by Q, then D#(C) is a
triangulated category and Q : K#(C) → D#(C) is a functor of triangulated categories.
We can also prove that the canonical morphisms C → D(C) and D#(C) → D(C)

(# = +, −, b) are fully faithful. Namely, the categories C and D#(C) (# = +, −, b)
can be identified with full subcategories of D(C). By the results in the previous
section, to a distinguished triangle X˙ −→ Y˙ −→ Z˙ −→ X˙[1] in the derived
category D#(C) we can associate a cohomology long exact sequence



B.5 Derived functors 343

· · · −→ H−1(Z˙) −→ H 0(X˙) −→ H 0(Y˙) −→ H 0(Z˙) −→ H 1(X˙) −→ · · ·
in C. The following lemma is very useful to construct examples of distinguished
triangles in D#(C).

Lemma B.4.5. Any short exact sequence 0 −→ X˙ f−→ Y˙ g−→ Z˙ −→ 0 in

C#(C) can be embedded into a distinguished triangle X˙ f−→ Y˙ g−→ Z˙ −→ X˙[1]
in D#(C).

Proof. Consider the short exact sequence

0 −−−→ MidX˙ ˙ −−−→ Mf ˙ −−−→ϕ
Z˙ −→ 0(

idX˙ 0
0 f

)
(0, g)

in C#(C). Since the mapping cone MidX˙ ˙ is quasi-isomorphic to 0 by Lemma B.2.3,
we obtain an isomorphism ϕ : Mf ˙ � Z˙ in D#(C). Hence there exists a commutative
diagram

X˙ −−−→f
Y˙ −−−→α(f )

Mf ˙ −−−→β(f )
X˙[1]

id id

⏐⏐⏐	ϕ � id

X˙ −−−→f
Y˙ −−−→g

Z˙ −−−→β(f )◦ϕ−1

X˙[1]

in D#(C), which shows that X˙ f−→ Y˙ g−→ Z˙ β(f )◦ϕ−1

−−−−−→ X˙[1] is a distinguished
triangle. ��
Definition B.4.6. An abelian subcategory C′ of C is called a thick subcategory if
for any exact sequence X1 → X2 → X3 → X4 → X5 in C with Xi ∈ Ob(C′)
(i = 1, 2, 4, 5), X3 belongs to C′.

Proposition B.4.7. Let C′ be a thick abelian subcategory of an abelian category C
and D#

C′(C) the full subcategory of D#(C) consisting of objects X˙ such that Hn(X˙) ∈
Ob(C′) for any n ∈ Z. Then D#

C′(C) is a triangulated category.

B.5 Derived functors

Let C and C′ be abelian categories and F : C → C′ an additive functor. Let us consider
the problem of constructing a ∂-functor F̃ : D#(C) → D#(C′) between their derived
categories which is naturally associated to F : C → C′. This problem can be easily
solved if # = + or − and F is an exact functor. Indeed, let Q : K#(C) → D#(C),
Q′ : K#(C′) → D#(C′) be the localization functors and consider the functor K#F :
K#(C) → K#(C′) defined by X˙ �→ F(X˙). Then by Lemma B.2.3 the functor K#F

sends quasi-isomorphisms in K#(C) to those in K#(C′). Hence it follows from the
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universal properties of the localization Q : K#(C) → D#(C) that there exists a unique
functor F̃ : D#(C) → D#(C′) which makes the following diagram commutative:

K#(C)
K#F−−−−→ K#(C′)

Q

⏐⏐	 ⏐⏐	Q′

D#(C) −−−−→
F̃

D#(C′).

In this situation, we call the functor F̃ : D#(C) → D#(C′) a “localization’’ of Q′ ◦
K#F : K#(C) → D#(C′). However, many important additive functors that we
encounter in sheaf theory or homological algebra are not exact. They are only left
exact or right exact. So in such cases the functor Q′ ◦ K#F : K#(C) → D#(C′)
does not factorize through Q : K#(C) → D#(C) in general. In other words, there
is no localization of the functor Q′ ◦ K#F . As a remedy for this problem we will
introduce the following notion of right (or left) localizations. In what follows, let C0
be a general category, S a multiplicative system in C0, F : C0 → C1 a functor. As
before we denote by Q : C0 → (C0)S the canonical functor.

Definition B.5.1. A right localization of F is a pair (FS, τ ) of a functor FS : (C0)S →
C1 and a morphism of functors τ : F → FS ◦Q such that for any functor G : (C0)S →
C1 the morphism

HomFun((C0)S ,C1)(FS, G) −→ HomFun(C0,C1)(F, G ◦ Q)

is bijective. Here the morphism above is obtained by the composition of

HomFun((C0)S ,C1)(FS, G) −→ HomFun(C0,C1)(FS ◦ Q, G ◦ Q)

τ−→ HomFun(C0,C1)(F, G ◦ Q).

We say that F is right localizable if it has a right localization.

The notion of left localizations can be defined similarly. Note that by definition
the functor FS is a representative of the functor

G −→ HomFun(C0,C1)(F, G ◦ Q).

Therefore, if a right localization (FS, τ ) of F exists, it is unique up to isomorphisms.
Let us give a useful criterion for the existence of the right localization of F : C0 → C1.

Proposition B.5.2. Let J0 be a full subcategory of C0 and denote by T the family of
morphisms in J0 which belong to S. Assume the following conditions:

(i) For any X ∈ Ob(C0) there exists a morphism s : X → J in S such that
J ∈ Ob(J0).

(ii) F(t) is an isomorphism for any t ∈ T .
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Then F is localizable.

Avery precise proof of this proposition can be found in Kashiwara–Schapira [KS4,
Proposition 7.3.2]. Here we just explain how the functor FS : (C0)S → C1 is defined.

First, by Lemma B.4.3 there exists an equivalence of categories � : (J0)T −→∼ (C0)S .
Let ι : J0 → C0 be the inclusion. Then by the condition (ii) above the functor
F ◦ ι : J0 → C1 factorizes through the localization functor J0 → (J0)T and we
obtain a functor FT : (J0)T → C1. The functor FS : (C0)S → C1 is defined by
FS = FT ◦ �−1:

(J0)T −−−→FT C1⏐⏐⏐	�� �
��
FS

(C0)S.

Now let us return to the original situation and assume that F : C −→ C′ is a left
exact functor. In this situation, by Proposition B.5.2 we can give a criterion for the
existence of a right localization of the functor Q′ ◦ K+F : K+(C) → D+(C′) as
follows.

Definition B.5.3. A right derived functor of F is a pair (RF, τ) of a ∂-functor RF :
D+(C) → D+(C′) and a morphism of functors τ : Q′ ◦ K+(F ) → RF ◦ Q

K+(C) −−−→K+(F )
K+(C′)⏐⏐⏐	Q

τ

⏐⏐⏐	Q′

D+(C) −−−→RF
D+(C′)

such that for any functor G̃ : D+(C) → D+(C′) the morphism

HomFun(D+(C),D+(C′))(RF, G̃) −→ HomFun(K+(C),D+(C′))(Q
′ ◦ K+(F ), G̃ ◦ Q)

induced by τ is an isomorphism. We say that F is right derivable if it admits a right
derived functor.

Similarly, for right exact functors F we can define the notion of left derived
functors LF : D−(C) → D−(C′). By definition, if a right derived functor (RF, τ) of
a left exact functor F exists, it is unique up to isomorphisms. Moreover, for an exact
functor F the natural functor D+(C) → D+(C′) defined simply by X˙ �→ F(X˙)
gives a right derived functor. In other words, any exact functor is right (and left)
derivable.

Definition B.5.4. Let F : C → C′ be an additive functor between abelian categories.
We say that a full additive subcategory J of C is F -injective if the following conditions
are satisfied:

(i) For any X ∈ Ob(C), there exists an object I ∈ Ob(J ) and an exact sequence
0 → X → I .
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(ii) If 0 → X′ → X → X′′ → 0 is an exact sequence in C and X′, X ∈ Ob(J ),
then X′′ ∈ Ob(J ).

(iii) For any exact sequence 0 → X′ → X → X′′ → 0 in C such that X′, X, X′′ ∈
Ob(J ), the sequence 0 → F(X′) → F(X) → F(X′′) → 0 in C′ is also exact.

Similarly we define F -projective subcategories of C by reversing all arrows in the
conditions above.

Example B.5.5.
(i) Assume that the abelian category C has enough injectives. Denote by I the

full additive subcategory of C consisting of injective objects in C. Then I is
F -injective for any additive functor F : C → C′ (use the fact that any exact
sequence 0 → X′ → X → X′′ → 0 in C with X′ ∈ Ob(I) splits).

(ii) Let T0 be a topological space and set C = Sh(T0). Let F = �(T0, •) : Sh(T0) →
Ab be the global section functor. Then F = �(T0, •) is left exact and

J = {flabby sheaves on T0} ⊂ Sh(T0)

is an F -injective subcategory of C.
(iii) Let T0 be a topological space and R a sheaf of rings on T0. Denote by Mod(R)

the abelian category of sheaves of left R-modules on T0 and let P be the full
subcategory of Mod(R) consisting of flat R-modules, i.e., objects M ∈ Mod(R)

such that the stalk Mx at x is a flat Rx-module for any x ∈ T0. For a right R-
module N , consider the functor FN = N ⊗R (•) : Mod(R) → Sh(T0). Then
the category P is FN -projective. For the details see Section C.1.

Assume that for the given left exact functor F : C → C′ there exists an F -
injective subcategory J of C. Then it is well known that for any X˙ ∈ Ob(K+(C))

we can construct a quasi-isomorphism X˙ → J˙ into an object J˙ of K+(J ). Such
an object J˙ is called an F -injective resolution of X .̇ Moreover, by Lemma B.2.3
we see that the functor Q′ ◦ K+F : K+(J ) → D+(C′) sends quasi-isomorphisms
in K+(J ) to isomorphisms in D+(C′). Therefore, applying Proposition B.5.2 to the
special case when C0 = K+(C), C1 = D+(C′), J0 = K+(J ) and S is the family of
quasi-isomorphisms in K+(C), we obtain the fundamental important result.

Theorem B.5.6. Let F : C → C′ be a left (resp. right) exact functor and assume
that there exists an F -injective (resp. F -projective) subcategory of C. Then the right
(resp. left) derived functor RF : D+(C) → D+(C′) (resp. LF : D−(C) → D−(C′))
of F exists.

Let F : C → C′ be a left exact functor and J an F -injective subcategory of C.
Then the right derived functor RF : D+(C) → D+(C′) is constructed as follows.
Denote by S (resp. T ) the family of quasi-isomorphisms in K+(C) (resp. K+(J )).

Then there exist an equivalence of categories � : K+(J )T −→∼ K+(C)S = D+(C)

and a natural functor & : K+(J )T → D+(C′) induced by K+F : K+(C) → K+(C′)
such that RF = & ◦ �−1. Consequently the right derived functor RF : D+(C) →
D+(C′) sends X˙ ∈ Ob(D+(C)) to F(J˙) ∈ Ob(D+(C′)), where J˙ ∈ Ob(K+(J ))
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is an F -injective resolution of X .̇ If C has enough injectives and denote by I the
full subcategory of C consisting of injective objects in C, then we have, moreover,
an equivalence of categories K+(I) � D+(C). This follows from the basic fact
that quasi-isomorphisms in K+(I) are homotopy equivalences. Using this explicit
description of derived functors, we obtain the following useful composition rule.

Proposition B.5.7. Let C, C′, C′′ be abelian categories and F : C → C′, G : C′ → C′′
left exact functors. Assume that C (resp. C′) has an F -injective (resp. G-injective)

subcategory J (resp. J ′) and F(X) ∈ Ob(J ′) for any X ∈ Ob(J ). Then J is
(G ◦ F)-injective and

R(G ◦ F) = RG ◦ RF : D+(C) −→ D+(C′′).

Definition B.5.8. Assume that a left exact functor F : C → C′ is right derivable.
Then for each n ∈ Z we set

RnF = Hn ◦ RF : D+(C) → C′.

Since RF : D+(C) → D+(C′) sends distinguished triangles to distinguished
triangles, the functors RnF : D+(C) → C′ defined above are cohomological functors.
Now let us identify C with the full subcategory of D+(C) consisting of complexes
concentrated in degree 0. Then we find that for X ∈ Ob(C), RnF(X) ∈ Ob(C′)
coincides with the nth derived functor of F in the classical literature.

B.6 Bifunctors in derived categories

In this section we introduce some important bifunctors in derived categories which
will be frequently used throughout this book. First, let us explain the bifunctor
RHom(•, •). Let C be an abelian category. For two complexes X ,̇ Y˙ ∈ Ob(C(C))

in C define a new complex Hom ˙(X˙, Y˙) ∈ Ob(C(Ab)) by⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Homn(X˙, Y˙) =
∏

j−i=n

HomC(Xi, Y j )

dn = dn
Hom ˙(X˙,Y ˙) :

∏
j−i=n

HomC(Xi, Y j ) −→
∏

j−i=n+1

HomC(Xi, Y j )

�� ��
{fij } �−→ {

gij = (−1)n+1fi+1,j ◦ di
X˙ + d

j−1
Y ˙ ◦ fi,j−1

}
.

This is the simple complex associated to the double complex Hom(X˙, Y˙), which
satisfies the conditions⎧⎪⎨⎪⎩

Ker dn � HomC(C)(X˙, Y˙[n])
Im dn−1 � Ht(X˙, Y˙[n])
Hn[Hom ˙(X˙, Y˙)] � HomK(C)(X˙, Y˙[n]).

for any n ∈ Z. We thus defined a bifunctor
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Hom ˙(•, •) : C(C)op × C(C) −→ C(Ab),

where (•)op denotes the opposite category. It is easy to check that it induces also a
bifunctor

Hom ˙(•, •) : K(C)op × K(C) −→ K(Ab)

in homotopy categories. Similarly we also obtain

Hom ˙(•, •) : K−(C)op × K+(C) −→ K+(Ab),

taking boundedness into account. From now on, assume that the category C has
enough injectives and denote by I the full subcategory of C consisting of injective
objects. The following lemma is elementary.

Lemma B.6.1. Let X˙ ∈ Ob(K(C)) and I˙ ∈ Ob(K+(I)). Assume that X˙ or I˙
is quasi-isomorphic to 0. Then the complex Hom ˙(X˙, Y˙) ∈ Ob(K(Ab)) is also
quasi-isomorphic to 0.

Let X˙ ∈ Ob(K(C)) and consider the functor

Hom ˙(X˙, •) : K+(C) −→ K(Ab).

Then by Lemmas B.2.3 and B.6.1 and Proposition B.5.2, we see that this functor
induces a functor

RII Hom ˙(X˙, •) : D+(C) −→ D(Ab)

between derived categories. Here we write “RII ’’ to indicate that we localize the
bifunctor Hom ˙(•, •) with respect to the second factor. Since this construction is
functorial with respect to X ,̇ we obtain a bifunctor

RII Hom ˙(•, •) : K(C)op × D+(C) −→ D(Ab).

By the universal properties of the localization Q : K(C) → D(C), this bifunctor
factorizes through Q and we obtain a bifunctor

RI RII Hom ˙(•, •) : D(C)op × D+(C) −→ D(Ab).

We set RHomC(•, •) = RI RII Hom ˙(•, •) and call it the functor RHom. Similarly
taking boundedness into account, we also obtain a bifunctor

RHomC(•, •) : D−(C)op × D+(C) −→ D+(Ab).

These are bifunctors of triangulated categories. The following proposition is very
useful to construct canonical morphisms in derived categories.

Proposition B.6.2. For Z˙ ∈ Ob(K+(C)) and I˙ ∈ Ob(K+(I)) the natural mor-
phism

Q : HomK+(C)(Z˙, I˙) −→ HomD+(C)(Z˙, I˙)
is an isomorphism. In particular for any X˙, Y˙ ∈ Ob(D+(C)) and n ∈ Z there exists
a natural isomorphism

HnRHomC(X˙, Y˙) = Hn Hom ˙(X˙, I˙) −→∼ HomD+(C)(X˙, Y˙[n]),
where I˙ is an injective resolution of Y .̇
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In the classical literature we denote HnRHomC(X˙, Y˙) by Extn
C(X˙, Y˙) and call

it the nth hyperextension group of X˙ and Y .̇
Next we shall explain the bifunctor • ⊗L •. Let T0 be a topological space and R

a sheaf of rings on T0. Denote by Mod(R) (resp. Mod(Rop)) the abelian category of
sheaves of left (resp. right) R-modules on T0. Here Rop denotes the opposite ring of
R. Set C1 = Mod(Rop) and C2 = Mod(R). Then there exists a bifunctor of tensor
products

• ⊗R • : C1 × C2 −→ Sh(T0).

For two complexes X˙ ∈ Ob(C(C1)) and Y˙ ∈ Ob(C(C2)) we define a new complex
(X˙ ⊗R Y˙)˙ ∈ Ob(C(Sh(T0))) by⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(X˙ ⊗R Y˙)n =
∏

i+j=n

Xi ⊗R Y j

dn = dn
(X˙⊗RY ˙)˙ :

∏
i+j=n

Xi ⊗R Y j −→
∏

i+j=n+1

Xi ⊗R Y j

�� ��
{xi ⊗ yj } �−→ {

di
X˙(xi) × yj + (−1)ixi ⊗ d

j
Y ˙(yj )

}
.

This is the simple complex associated to the double complex X˙ ⊗R Y .̇ We thus
defined a bifunctor

(• ⊗R •)˙ : C(C1) × C(C2) −→ C(Sh(T0))

which also induces a bifunctor

(• ⊗R •)˙ : K(C1) × K(C2) −→ K(Sh(T0))

in homotopy categories. Similarly we also obtain

(• ⊗R •)˙ : K−(C1) × K−(C2) −→ K−(Sh(T0)),

taking boundedness into account. Note that in general the abelian categories C1 =
Mod(Rop) and C2 = Mod(R) do not have enough projectives (unless the topological
space T0 consists of a point). So we cannot use projective objects in these categories
to derive the above bifunctor. However, it is well known that for any Y ∈ Ob(C2)

there exist a flat R-module P ∈ Ob(C2) and an epimorphism P → Y . Therefore, we
can use the full subcategory P of C2 consisting of flat R-modules.

Lemma B.6.3. Let X˙ ∈ Ob(K(C1)) and P ˙ ∈ Ob(K−(P)). Assume that X˙ or P ˙
is quasi-isomorphic to 0. Then the complex (X˙ ⊗R P ˙)˙ ∈ Ob(K(Sh(T0))) is also
quasi-isomorphic to 0.

By this lemma and previous arguments we obtain a bifunctor

• ⊗L
R • : D(C1) × D−(C2) −→ D(Sh(T0))

in derived categories. Taking boundedness into account, we also obtain a bifunctor

• ⊗L
R • : D−(C1) × D−(C2) −→ D−(Sh(T0)).

These are bifunctors of triangulated categories. In the classical literature we denote
H−n(X˙⊗L

R Y˙) by T orR
n (X˙, Y˙) and call it the nth hypertorsion group of X˙ and Y .̇



C

Sheaves and Functors in Derived Categories

In this appendix, assuming only few prerequisites for sheaf theory, we introduce
basic operations of sheaves in derived categories and their main properties with-
out proofs. For the details we refer to Hartshorne [Ha1], Iversen [Iv], Kashiwara–
Schapira [KS2], [KS4]. We also give a proof of Kashiwara’s non-characteristic
deformation lemma.

C.1 Sheaves and functors

In this section we quickly recall basic operations in sheaf theory. For a topological
space X we denote by Sh(X) the abelian category of sheaves on X. The abelian group
of sections of F ∈ Sh(X) on an open subset U ⊂ X is denoted by F(U) or �(U, F ),
and the subgroup of �(U, F ) consisting of sections with compact supports is denoted
by �c(U, F ). We thus obtain left exact functors �(U, •), �c(U, •) : Sh(X) → Ab

for each open subset U ⊂ X, where Ab denotes the abelian category of abelian
groups. If R is a sheaf of rings on X, we denote by Mod(R) (resp. Mod(Rop)) the
abelian category of sheaves of left (resp. right) R-modules on X. Here Rop denotes
the opposite ring of R. For example, in the case where R is the constant sheaf
ZX with germs Z the category Mod(R) is Sh(X). For F, G ∈ Sh(X) (resp. M, N

∈ Mod(R)) we denote by Hom(F, G) (resp. HomR(M, N)) the abelian group of
sheaf homomorphisms (resp. sheaf homomorphisms commuting with the actions of
R) on X from F to G (resp. from M to N ). We thus obtain left exact bifunctors{

Hom(•, •) : Sh(X)op × Sh(X) −→ Ab,

HomR(•, •) : Mod(R)op × Mod(R) −→ Ab.

For a subset Z ⊂ X, we denote by iZ : Z → X the inclusion map.

Definition C.1.1. Let f : X → Y be a morphism of topological spaces, F ∈ Sh(X)

and G ∈ Sh(Y ).
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(i) The direct image f∗F ∈ Sh(Y ) of F by f is defined by f∗F(V ) = F(f −1(V ))

for each open subset V ⊂ Y . This gives a left exact functor f∗ : Sh(X) → Sh(Y ).
If Y is the space pt consisting of one point, the functor f∗ is the global section
functor �(X, •) : Sh(X) → Ab.

(ii) The proper direct image f!F ∈ Sh(Y ) of F by f is defined by f!F(V ) = {s ∈
F(f −1(V ))|f |supp s : supp s → V is proper} for each open subset V ⊂ Y .
This gives a left exact functor f! : Sh(X) → Sh(Y ). If Y is pt, the functor f! is
the global section functor with compact supports �c(X, •) : Sh(X) → Ab.

(iii) The inverse image f −1G ∈ Sh(X) of G by f is the sheaf associated to the
presheaf (f −1G)′ defined by (f −1G)′(U) = lim−→ G(V ) for each open subset
U ⊂ X, where V ranges through the family of open subsets of Y containing
f (U). Since we have an isomorphism (f −1G)x � Gf (x) for any x ∈ X, we
obtain an exact functor f −1 : Sh(Y ) → Sh(X).

When we treat proper direct images f! in this book, all topological spaces are
assumed to be locally compact and Hausdorff. For two morphisms f : X → Y ,
g : Y → Z of topological spaces, we have obvious relations g∗ ◦ f∗ = (g ◦ f )∗,
g! ◦f! = (g◦f )! and f −1 ◦g−1 = (g◦f )−1. For F ∈ Sh(X) and a subset Z ⊂ X the
inverse image i−1

Z F ∈ Sh(Z) of F by the inclusion map iZ : Z → X is sometimes
denoted by F |Z . If Z is a locally closed subset of X (i.e., a subset of X which is
written as an intersection of an open subset and a closed subset), then it is well known
that the functor (iZ)! : Sh(Z) → Sh(X) is exact.

Proposition C.1.2. Let

X′ f ′
−−−−→ Y ′

g′
⏐⏐	 g

⏐⏐	
X

f−−−−→ Y

be a cartesian square of topological spaces, i.e., X′ is homeomorphic to the fiber
product X×Y Y ′. Then there exists an isomorphism of functors g−1 ◦f! � f ′

! ◦g′−1 :
Sh(X) → Sh(Y ′).

Definition C.1.3. Let X be a topological space, Z ⊂ X a locally closed subset and
F ∈ Sh(X).

(i) Set FZ = (iZ)!(iZ)−1F ∈ Sh(X). Since we have (FZ)x � Fx (resp. (FZ)x � 0)
for any x ∈ Z (resp. x ∈ X \ Z), we obtain an exact functor (•)Z : Sh(X) →
Sh(X).

(ii) Take an open subset W of X containing Z as a closed subset of W . Since the
abelian group Ker[F(W) → F(W \Z)] does not depend on the choice of W , we
denote it by �Z(X, F ). This gives a left exact functor �Z(X, •) : Sh(X) → Ab.

(iii) The subsheaf �Z(F ) of F is defined by �Z(F )(U) = �Z∩U (U, F |U ) for each
open subset U ⊂ X. This gives a left exact functor �Z(•) : Sh(X) → Sh(X). By
construction we have an isomorphism of functors �(X, •) ◦ �Z(•) = �Z(X, •).
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Note that if U is an open subset of X and j = iU : U → X, then there exists an
isomorphism of functors j∗ ◦ j−1 � �U (•).

Lemma C.1.4. Let X be a topological space, Z a locally closed subset of X and Z′
a closed subset of Z. Also let Z1, Z2 (resp. U1, U2) be closed (resp. open) subsets of
X and F ∈ Sh(X).

(i) There exists a natural exact sequence

0 −→ FZ\Z′ −→ FZ −→ FZ′ −→ 0 (C.1.1)

in Sh(X).
(ii) There exist natural exact sequences

0 −→ �Z′(F ) −→ �Z(F ) −→ �Z\Z′(F ), (C.1.2)

0 −→ �Z1∩Z2(F ) −→ �Z1(F ) ⊕ �Z2(F ) −→ �Z1∪Z2(F ), (C.1.3)

0 −→ �U1∪U2(F ) −→ �U1(F ) ⊕ �U2(F ) −→ �U1∩U2(F ). (C.1.4)

in Sh(X).

Recall that a sheaf F ∈ Sh(X) on X is called flabby if the restriction morphism
F(X) → F(U) is surjective for any open subset U ⊂ X.

Lemma C.1.5.
(i) Let Z be a locally closed subset of X and F ∈ Sh(X) a flabby sheaf. Then the

sheaf �Z(F ) is flabby. Moreover, for any morphism f : X → Y of topological
spaces the direct image f∗F is flabby.

(ii) Let 0 → F ′ → F → F ′′ → 0 be an exact sequence in Sh(X) and Z a
locally closed subset of X. Assume that F ′ is flabby. Then the sequences 0 →
�Z(X, F ′) → �Z(X, F ) → �Z(X, F ′′) → 0 and 0 → �Z(F ′) → �Z(F ) →
�Z(F ′′) → 0 are exact.

(iii) Let 0 → F ′ → F → F ′′ → 0 be an exact sequence in Sh(X) and assume that
F ′ and F are flabby. Then F ′′ is also flabby.

(iv) In the situation of Lemma C.1.4, assume, moreover, that F is flabby. Then there
are natural exact sequences

0 −→ �Z′(F ) −→ �Z(F ) −→ �Z\Z′(F ) −→ 0, (C.1.5)

0 −→ �Z1∩Z2(F ) −→ �Z1(F ) ⊕ �Z2(F ) −→ �Z1∪Z2(F ) −→ 0, (C.1.6)

0 −→ �U1∪U2(F ) −→ �U1(F ) ⊕ �U2(F ) −→ �U1∩U2(F ) −→ 0. (C.1.7)

in Sh(X).

Definition C.1.6. Let X be a topological space and R a sheaf of rings on X.

(i) For M, N ∈ Mod(R) the sheaf HomR(M, N) ∈ Sh(X) of R-linear homomor-
phisms from M to N is defined by HomR(M, N)(U) = HomR|U (M|U , N |U )

for each open subset U ⊂ X. This gives a left exact bifunctor HomR(•, •) :
Mod(R)op×Mod(R) → Sh(X). By definition we have �(X; HomR(M, N)) =
HomR(M, N).
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(ii) For M ∈ Mod(Rop), N ∈ Mod(R) the tensor product M ⊗R N ∈ Sh(X)

of M and N is the sheaf associated to the presheaf (M ⊗R N)′ defined by
(M ⊗R N)′(U) = M(U) ⊗R(U) N(U) for each open subset U ⊂ X. Since by
definition we have an isomorphism (M ⊗R N)x � Mx ⊗Rx

Nx for any x ∈ X,
we obtain a right exact bifunctor • ⊗R • : Mod(Rop) × Mod(R) → Sh(X).

Note that for any M ∈ Mod(R) the sheaf HomR(R, M) is a left R-module
by the right multiplication of R on R itself, and there exists an isomorphism
HomR(R, M) � M of left R-modules. Now recall that M ∈ Mod(R) is an
injective (resp. a projective) object of Mod(R) if the functor HomR(•, M) (resp.
HomR(M, •)) is exact.

Proposition C.1.7. Let R be a sheaf of rings on X. Then the abelian category
Mod(R) has enough injectives.

An injective object in Mod(R) is sometimes called an injective sheaf or an in-
jective R-module.

Definition C.1.8. We say that M ∈ Mod(R) is flat (or a flat R-module) if the functor
• ⊗R M : Mod(Rop) → Sh(X) is exact.

By the definition of tensor products, M ∈ Mod(R) is flat if and only if the stalk
Mx is a flat Rx-module for any x ∈ X. Although in general the category Mod(R)

does not have enough projectives (unless X is the space pt consisting of one point),
we have the following useful result.

Proposition C.1.9. Let R be a sheaf of rings on X. Then for any M ∈ Mod(R) there
exist a flat R-module P and an epimorphism P → M .

Lemma C.1.10. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence in Mod(R).

(i) Assume that M ′ and M are injective. Then M ′′ is also injective.
(ii) Assume that M and M ′′ are flat. Then M ′ is also flat.

Proposition C.1.11. Let f : Y → X be a morphism of topological spaces and R a
sheaf of rings on X.

(i) Let M1 ∈ Mod(Rop) and M2 ∈ Mod(R). Then there exists an isomorphism

f −1M1 ⊗f −1R f −1M2 � f −1(M1 ⊗R M2) (C.1.8)

in Sh(Y ).
(ii) Let M ∈ Mod(R) and N ∈ Mod(f −1R). Then there exists an isomorphism

HomR(M, f∗N) � f∗Homf −1R(f −1M, N) (C.1.9)

in Sh(X), where f∗N is a left R-module by the natural ring homomorphism
R → f∗f −1R. In particular we have an isomorphism

HomR(M, f∗N) � Homf −1R(f −1M, N). (C.1.10)

Namely, the functor f∗ is a right adjoint of f −1.
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(iii) Let M ∈ Mod(Rop) and N ∈ Mod(f −1R). Then there exists a natural mor-
phism

M ⊗R f!N −→ f!(f −1M ⊗f −1R N) (C.1.11)

in Sh(X). Moreover, this morphism is an isomorphism if M is a flat Rop-module.

Corollary C.1.12. Let f : Y → X be a morphism of topological spaces, R a sheaf
of rings on X and N ∈ Mod(f −1R) an injective f −1R-module. Then the direct
image f∗N is an injective R-module.

Lemma C.1.13. Let Z be a locally closed subset of X, R a sheaf of rings on X and
M, N ∈ Mod(R). Then we have natural isomorphisms

�ZHomR(M, N) � HomR(M, �ZN) � HomR(MZ, N). (C.1.12)

Corollary C.1.14. Let R be a sheaf of rings on X, Z a locally closed subset of X

and M, N ∈ Mod(R). Assume that N is an injective R-module. Then the sheaf
HomR(M, N) (resp. �ZN) is flabby (resp. an injective R-module). In particular,
any injective R-module is flabby.

C.2 Functors in derived categories of sheaves

Applying the results in Appendix B to functors of operations of sheaves, we can
introduce various functors in derived categories of sheaves as follows.

Let X be a topological space and R a sheaf of rings on X. Since the cate-
gory Mod(R) is abelian, we obtain a derived category D(Mod(R)) of complexes
in Mod(R) and its full subcategories D#(Mod(R)) (# = +, −, b). In this book
for # = ∅, +, −, b we sometimes denote D#(Mod(R)) by D#(R) for the sake of
simplicity. For example, we set D+(ZX) = D+(Sh(X)). Now let Z be a locally
closed subset of X, and f : Y → X a morphism of topological spaces. Consider the
following left exact functors:⎧⎪⎨⎪⎩

�(X, •), �c(X, •), �Z(X, •) : Mod(R) −→ Ab,

�Z(•) : Mod(R) −→ Mod(R),

f∗, f! : Mod(f −1R) −→ Mod(R).

(C.2.1)

Since the categories Mod(R) and Mod(f −1R) have enough injectives we obtain
their derived functors⎧⎪⎨⎪⎩

R�(X, •), R�c(X, •), R�Z(X, •) : D+(R) −→ D+(Ab),

R�Z(•) : D+(R) −→ D+(R),

Rf ∗, Rf ! : D+(f −1R) −→ D+(R).

(C.2.2)

For example, for M˙ ∈ D+(R) the object R�(X, F˙) ∈ D+(Ab) is calculated
as follows. First take a quasi-isomorphism M˙−→∼ I˙ in C+(R) such that I k is
an injective R-module for any k ∈ Z. Then we have R�(X, F˙) � �(X, I˙).
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Since by Lemma C.1.5 the full subcategory J of Mod(R) consisting of flabby
sheaves is �(X, •)-injective in the sense of Definition B.5.4, we can also take

a quasi-isomorphism M˙−→∼ J˙ in C+(R) such that J k ∈ J for any k ∈ Z and
show that R�(X, F˙) � �(X, J˙). Let us apply Proposition B.5.7 to the identity
�Z(X, •) = �(X, •) ◦ �Z(•) : Mod(R) → Ab. Then by the fact that the func-
tor �Z(•) � HomR(RZ, •) sends injective sheaves to injective sheaves (Corol-
lary C.1.14), we obtain an isomorphism

R�(X, R�Z(M˙)) � R�Z(X, M˙) (C.2.3)

in D+(Ab) for any M˙ ∈ D+(R). Similarly by Corollary C.1.12 we obtain an
isomorphism

R�(X, Rf ∗(N˙)) � R�(Y, N˙) (C.2.4)

in D+(Ab) for any N˙ ∈ D+(f −1R) (also the similar formula R�c(X, Rf !(N˙)) �
R�c(Y, N˙) can be proved). For M˙ ∈ D+(R) and i ∈ Z we sometimes denote
HiR�(X, M˙), HiR�Z(X, M˙), HiR�Z(M˙) simply by Hi(X, M˙), Hi

Z(X, M˙),
Hi

Z(M˙), respectively. Now let us consider the functors⎧⎪⎨⎪⎩
f −1 : Mod(R) −→ Mod(f −1R),

(•)Z : Mod(R) −→ Mod(R),

(iZ)! : Sh(Z) → Sh(X).

(C.2.5)

Since these functors are exact, they extend naturally to the following functors in
derived categories: ⎧⎪⎨⎪⎩

f −1 : D#(R) −→ D#(f −1R),

(•)Z : D#(R) −→ D#(R),

(iZ)! : D#(Sh(Z)) → D#(Sh(X))

(C.2.6)

for # = ∅, +, −, b. Let Z′ be a closed subset of Z and Z1, Z2 (resp. U1, U2) closed
(resp. open) subsets of X. Then by Lemma C.1.5 and Lemma B.4.5, for M˙ ∈ D+(R)

we obtain the following distinguished triangles in D+(R):

MZ\Z′˙ −→ MZ˙ −→ MZ′˙ +1−→, (C.2.7)

R�Z′(M˙) −→ R�Z(M˙) −→ R�Z\Z′(M˙) +1−→, (C.2.8)

R�Z1∩Z2(M˙) −→ R�Z1(M˙) ⊕ R�Z2(M˙) −→ R�Z1∪Z2(M˙) +1−→, (C.2.9)

R�U1∪U2(M˙) −→ R�U1(M˙) ⊕ R�U2(M˙) −→ R�U1∩U2(M˙) +1−→ . (C.2.10)

The following result is also well known.
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Proposition C.2.1. Let

X′ f ′
−−−−→ Y ′

g′
⏐⏐	 g

⏐⏐	
X

f−−−−→ Y

be a cartesian square of topological spaces. Then there exists an isomorphism of
functors g−1 ◦ Rf! � Rf ′

! ◦ g′−1 : D+(Sh(X)) → D+(Sh(Y ′)).

For the proof see [KS2, Proposition 2.6.7]. From now on, let us introduce bifunc-
tors in derived categories of sheaves. Let R be a sheaf of rings on a topological space
X. Then by applying the construction in Section B.6 to C = Mod(R) we obtain a
bifunctor

RHomR(•, •) : D−(R)op × D+(R) −→ D+(Ab). (C.2.11)

Similarly we obtain a bifunctor

RHomR(•, •) : D−(R)op × D+(R) −→ D+(Sh(X)). (C.2.12)

For M˙ ∈ D−(R) and N˙ ∈ D+(R) the objects RHomR(M˙, N˙) ∈ D+(Ab) and
RHomR(M˙, N˙) ∈ D+(Sh(X)) are more explicitly calculated as follows. Take a
quasi-isomorphism N˙−→∼ I˙ such that I k is an injective R-module for any k ∈ Z
and consider the simple complex Hom·

R(M˙, I˙) ∈ C+(Ab) (resp. Hom·
R(M˙, I˙) ∈

C+(Sh(X))) associated to the double complex HomR(M˙, I˙) (resp. HomR(M˙, I˙))
as in Section B.6. Then we have isomorphisms RHomR(M˙, N˙) � Hom·

R(M˙, I˙)
and RHomR(M˙, N˙) � Hom·

R(M˙, I˙). For M˙ ∈ D−(R), N˙ ∈ D+(R) and
i ∈ Z we sometimes denote HiRHomR(M˙, N˙), HiRHomR(M˙, N˙) simply by
ExtR(M˙, N˙), ExtR(M˙, N˙), respectively. Since the full subcategory of Sh(X)

consisting of flabby sheaves is �(X, •)-injective, from Corollary C.1.14 and the
obvious identity �(X, HomR(•, •)) = HomR(•, •), we obtain an isomorphism

R�(X, RHomR(M˙, N˙)) � RHomR(M˙, N˙) (C.2.13)

in D+(Ab) for any M˙ ∈ D−(R) and N˙ ∈ D+(R). Let us apply the same argument
to the identities in Lemma C.1.13. Then by Lemma C.1.5 and Corollary C.1.14 we
obtain the following.

Proposition C.2.2. Let Z be a locally closed subset of X, R a sheaf of rings on X,
M˙ ∈ D−(R) and N˙ ∈ D+(R). Then we have isomorphisms

R�ZRHomR(M˙, N˙) � RHomR(M˙, R�ZN˙) � RHomR(MZ˙, N˙). (C.2.14)

Similarly, from Proposition C.1.11 (ii) we obtain the following.

Proposition C.2.3 (Adjunction formula). Let f : Y → X be a morphism of
topological spaces, R a sheaf of rings on X. Let M˙ ∈ D−(R) and N˙ ∈ D+(f −1R).
Then there exists an isomorphism
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RHomR(M˙, Rf∗N˙) � Rf∗RHomf −1R(f −1M˙, N˙) (C.2.15)

in D+(Sh(X)). Moreover, we have an isomorphism

RHomR(M˙, Rf∗N˙) � RHomf −1R(f −1M˙, N˙) (C.2.16)

in D+(Ab).

By Proposition B.6.2 and the same argument as above, we also obtain the follow-
ing.

Proposition C.2.4. In the situation of Proposition C.2.3, for any L˙ ∈ D+(R) and
N˙ ∈ D+(f −1R) there exists an isomorphism

HomD+(R)(L˙, Rf∗N˙) � HomD+(f −1R)(f
−1L˙, N˙). (C.2.17)

Namely, the functor f −1 : D+(R) → D+(f −1R) is a left adjoint of Rf∗ :
D+(f −1R) → D+(R).

Next we shall introduce the derived functor of the bifunctor of tensor products.
Let X be a topological space and R a sheaf of rings on X. Then by the results in
Section B.6, there exists a right exact bifunctor of tensor products

• ⊗R • : Mod(Rop) × Mod(R) −→ Sh(X), (C.2.18)

and its derived functor

• ⊗L
R • : D−(Rop) × D−(R) −→ D−(Sh(X)). (C.2.19)

From now on, let us assume, moreover, that R has finite weak global dimension,
i.e., there exists an integer d > 0 such that the weak global dimension of the ring
Rx is less than or equal to d for any x ∈ X. Then for any M˙ ∈ C+(Mod(R))

(resp. Cb(Mod(R))) we can construct a quasi-isomorphism P ˙ → M˙ for P ˙ ∈
C+(Mod(R)) (resp. Cb(Mod(R))) such that P k is a flat R-module for any k ∈ Z.
Hence we obtain also bifunctors

• ⊗L
R • : D#(Rop) × D#(R) −→ D#(Sh(X)) (C.2.20)

for # = +, b. By definition, we immediately obtain the following.

Proposition C.2.5. Let f : Y → X be a morphism of topological spaces and R a
sheaf of rings on X. Let M˙ ∈ D−(Rop) and N˙ ∈ D−(R). Then there exists an
isomorphism

f −1M˙ ⊗L
f −1R f −1N˙ � f −1(M˙ ⊗L

R N˙) (C.2.21)

in D−(Sh(Y )).

The following result is also well known.
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Proposition C.2.6 (Projection formula). Let f : Y → X be a morphism of topo-
logical spaces and R a sheaf of rings on X. Assume that R has finite weak global
dimension. Let M˙ ∈ D+(Rop) and N˙ ∈ D+(f −1R). Then there exists an isomor-
phism

M˙ ⊗L
R Rf!N˙−→∼ Rf!(f −1M˙ ⊗L

f −1R N˙) (C.2.22)

in D+(Sh(X)).

For the proof see [KS2, Proposition 2.6.6].
Finally, let us explain the Poincaré–Verdier duality. Now let f : X → Y be a

continuous map of locally compact and Hausdorff topological spaces. Let A be a
commutative ring with finite global dimension, e.g., a field k. In what follows, we
always assume the following condition for f .

Definition C.2.7. We say that the functor f! : Sh(X) → Sh(Y ) has finite cohomo-
logical dimension if there exists an integer d > 0 such that for any sheaf F on X we
have HkRf!(F ) = 0 for any k > d .

Theorem C.2.8 (Poincaré–Verdier duality theorem). In the situation as above,
there exists a functor of triangulated categories f ! : D+(AY ) → D+(AX) such
that for any M˙ ∈ Db(AX) and N˙ ∈ D+(AY ) we have isomorphisms

Rf ∗RHomAX
(M˙, f !N˙) � RHomAY

(Rf !M˙, N˙), (C.2.23)

RHomAX
(M˙, f !N˙) � RHomAY

(Rf !M˙, N˙) (C.2.24)

in D+(AY ) and D+(Mod(A)), respectively.

We call the functor f ! : D+(AY ) → D+(AX) the twisted inverse image functor
by f . Since the construction of this functor f !(•) is a little bit complicated, we do
not explain it here. For the details see Kashiwara–Schapira [KS2, Chapter III]. Let
us give basic properties of twisted inverse images. First, for a morphism g : Y → Z

of topological spaces satisfying the same assumption as f , we have an isomorphism
(g ◦ f )! � f ! ◦ g! of functors.

Theorem C.2.9. Let f : X → Y be as above. Then for any M˙ ∈ D+(AX) and
N˙ ∈ D+(AY ) we have an isomorphism

HomD+(AX)(M˙, f !N˙) � HomD+(AY )(Rf !M˙, N˙).

Namely, the functor f ! : D+(AY ) → D+(AX) is a right adjoint of Rf! : D+(AX) →
D+(AY ).

Proposition C.2.10. Let f : X → Y be as above. Then for any N1˙ ∈ Db(AY ) and
N2˙ ∈ D+(AY ) we have an isomorphism

f !RHomAY
(N1˙, N2˙) � RHomAX

(f −1N1˙, f !N2˙).
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Proposition C.2.11. Assume that X is a locally closed subset of Y and let f = iX :
X ↪−→ Y be the embedding. Then we have an isomorphism

f !(N˙) � f −1(R�f (X)(N˙)) = (R�f (X)(N˙))|X (C.2.25)

in D+(AX) for any N˙ ∈ D+(AY ).

Proposition C.2.12. Assume that X and Y are real C1-manifolds and f : X → Y is
a C1-submersion. Set d = dim X − dim Y . Then

(i) Hj (f !(AY )) = 0 for any j 	= −d and H−d(f !(AY )) ∈ Mod(AX) is a locally
constant sheaf of rank one over AX.

(ii) For any N˙ ∈ D+(AY ) there exists an isomorphism

f !(AY ) ⊗L
AX

f −1(N˙) −→∼ f !(N˙). (C.2.26)

Definition C.2.13. In the situation of Proposition C.2.12 we set orX/Y =
H−d(f !(AY )) ∈ Mod(AX) and call it the relative orientation sheaf of f : X → Y .
If, moreover, Y is the space {pt} consisting of one point, we set orX = orX/Y ∈
Mod(AX) and call it the orientation sheaf of X.

In the situation of Proposition C.2.12 above we thus have an isomorphism
f !(AY ) � orX/Y [dim X − dim Y ] and for any N˙ ∈ D+(AY ) there exists an iso-
morphism

f !(N˙) � orX/Y ⊗AX
f −1(N˙)[dim X − dim Y ]. (C.2.27)

Note that in the above isomorphism we wrote ⊗AX
instead of ⊗L

AX
because orX/Y is

flat over AX.

Definition C.2.14. Let f : X → Y be as above. Assume, moreover, that Y is the
space {pt} consisting of one point and the morphism f is X → {pt}. Then we set
ωX˙ = f !(A{pt}) ∈ D+(AX) and call it the dualizing complex of X. We sometimes
denote ωX˙ simply by ωX.

To define the dualizing complex ωX˙ ∈ D+(AX) of X, we assumed that the
functor f! : Sh(X) → Sh({pt}) = Ab for f : X → {pt} has finite cohomological
dimension. This assumption is satisfied if X is a topological manifold or a real analytic
space. In what follows we assume that all topological spaces that we treat satisfy this
assumption.

Definition C.2.15. For M˙ ∈ Db(AX) we set

DX(M˙) = RHomAX
(M˙, ωX˙) ∈ D+(AX)

and call it the Verdier dual of M .̇

Since for the morphism f : X → Y of topological spaces we have f !ωY ˙ � ωX ,̇
from Proposition C.2.10 we obtain an isomorphism
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(f ! ◦ DY )(N˙) � (DX ◦ f −1)(N˙) (C.2.28)

for any N˙ ∈ Db(AY ). Similarly, from Theorem C.2.8 we obtain an isomorphism

(Rf ∗ ◦ DX)(M˙) � (DY ◦ Rf !)(M˙) (C.2.29)

for any M˙ ∈ Db(AX).

Example C.2.16. In the situation as above, assume, moreover, that A is a field
k, X is an orientable C1-manifold of dimension n, and Y = {pt}. In this case
there exist isomorphisms ωX˙ � orX[n] � kX[n]. Let M˙ ∈ Db(kX) and set
D′

X(M˙) = RHomkX
(M˙, kX). Then by the isomorphism (C.2.29) we obtain an

isomorphism Hn−i (X, D′
X(M˙)) � [Hi

c (X, M˙)]∗ for any i ∈ Z, where we set
Hi

c (X, •) = HiR�c(X, •). In the very special case where M˙ = kX we thus ob-
tain the famous Poincaré duality theorem: Hn−i (X, kX) � [Hi

c (X, kX)]∗.

C.3 Non-characteristic deformation lemma

In this section, we prove the non-characteristic deformation lemma (due to Kashi-
wara), which plays a powerful role in deriving results on global cohomology groups
of complexes of sheaves from their local properties. First, we introduce some basic
results on projective systems of abelian groups. Recall that a pair M = (Mn, ρn,m)

of a family of abelian groups Mn (n ∈ N) and that of group homomorphisms
ρn,m : Mm → Mn (m ≥ n) is called a projective system of abelian groups (indexed
by N) if it satisfies the conditions: ρn,n = idMn for any n ∈ Z and ρn,m ◦ ρm,l = ρn,l

for any n ≤ m ≤ l. If M = (Mn, ρn,m) is a projective system of abelian groups,
we denote its projective limit by lim←− M for short. We define morphisms of projective
systems of abelian groups in an obvious way. Then the category of projective systems
of abelian groups is abelian. However, the functor lim←−(∗) from this category to that
of abelian groups is not exact. It is only left exact. As a remedy for this problem we
introduce the following notion.

Definition C.3.1. Let M = (Mn, ρn,m) be a projective system of abelian groups. We
say that M satisfies the Mittag-Leffler condition (or M-L condition) if for any n ∈ N
decreasing subgroups ρn,m(Mm) (m ≥ n) of Mn is stationary.

Let us state basic results on projective systems satisfying the M-Lcondition. Since
the proofs of the following lemmas are straightforward, we leave them to the reader.

Lemma C.3.2. Let
0 −→ L −→ M −→ N −→ 0

be an exact sequence of projective systems of abelian groups.

(i) Assume L and N satisfy the M-L condition. Then M satisfies the M-L condition.
(ii) Assume M satisfies the M-L condition. Then N satisfies the M-L condition.
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Lemma C.3.3. Let
0 −→ L −→ M −→ N −→ 0

be an exact sequence of projective systems of abelian groups. Assume that L satisfies
the M-L condition. Then the sequence

0 −→ lim←− L −→ lim←− M −→ lim←− N −→ 0

is exact.

Now let X be a topological space and F˙ ∈ Db(ZX). Namely, F˙ is a bounded
complex of sheaves of abelian groups on X.

Proposition C.3.4. Let {Un}n∈N be an increasing sequence of open subsets of X and
set U = ∪n∈NUn. Then

(i) The natural morphism φi : Hi(U, F˙) → lim←−
n

H i(Un, F˙) is surjective for any
i ∈ Z.

(ii) Assume that for an integer i ∈ Z the projective system {Hi−1(Un, F˙)}n∈N sat-
isfies the M-L condition. Then φi : Hi(U, F˙) → lim←−

n

H i(Un, F˙) is bijective.

Proof. We may assume that each term F i of F˙ is a flabby sheaf. Then we have
Hi(U, F˙) = Hi(F˙(U)) = Hi(lim←−

n

F˙(Un)). Hence the morphism φi is

Hi(lim←−
n

F˙(Un)) → lim←−
n

H i(F˙(Un)).

Note that for any i ∈ Z the projective system {F i(Un)}n∈N satisfies the M-L
condition by the flabbiness of F i . Set Zi

n = Ker[F i(Un) → F i+1(Un)] and
Bi

n = Im[F i−1(Un) → F i(Un)]. Then we have exact sequences

0 −→ Zi
n −→ F i(Un) −→ Bi+1

n −→ 0 (C.3.1)

and by Lemma C.3.2 (ii) the projective systems {Bi
n}n∈N satisfy the M-L condition.

Therefore, applying Lemma C.3.3 to the exact sequences

0 −→ Bi
n −→ Zi

n −→ Hi(Un, F˙) −→ 0 (C.3.2)

we get an exact sequence

0 −→ lim←−
n

Bi
n −→ lim←−

n

Zi
n −→ lim←−

n

H i(Un, F˙) −→ 0. (C.3.3)

Since the functor lim←−(∗) is left exact, we also have isomorphisms

lim←−
n

Zi
n � Ker[lim←−

n

F i(Un) → lim←−
n

F i+1(Un)] = Ker[F i(U) → F i+1(U)].

Now let us consider the following commutative diagram with exact rows:
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F i−1(U) −−−−→ Ker[F i(U) → F i+1(U)] −−−−→ Hi(U ; F˙) −−−−→ 0⏐⏐	 �
⏐⏐	 ⏐⏐	φi

0 −−−−→ lim←−
n

Bi
n −−−−→ lim←−

n

Zi
n −−−−→ lim←−

n

Hi(Un, F˙) −−−−→ 0

Then we see that φi is surjective. The assertion (i) was proved. Let us prove (ii).
Assume that the projective system {Hi−1(Un, F˙)}n∈N satisfies the M-L condition.
Then applying Lemma C.3.2 (i) to the exact sequence (C.3.2) we see that the projective
system {Zi−1

n }n∈N satisfies the M-L condition. Hence by Lemma C.3.3 and (C.3.1)
we get an exact sequence

0 −→ lim←−
n

Zi−1
n −→ F i−1(U) −→ lim←−

n

Bi
n −→ 0,

which shows that the left vertical arrow in the above diagram is surjective. Hence φi

is bijective. This completes the proof. ��
We also require the following.

Lemma C.3.5. Let {Mt, ρt,s} be a projective system of abelian groups indexed by R.
Assume that for any t ∈ R the natural morphisms⎧⎪⎨⎪⎩

αt : Mt −→ lim←−
s<t

Ms,

βt : lim−→
s>t

Ms −→ Mt

are injective (resp. surjective). Then for any pair t1 ≤ t2 the morphism ρt1,t2 : Mt2 →
Mt1 is injective (resp. surjective).

Proof. Since the proof of injectivity is easy, we only prove surjectivity. Let t1 ≤ t2 and
m1 ∈ Mt1 . Denote by S the set of all pairs (t, m) of t1 ≤ t ≤ t2 and m ∈ Mt satisfying
ρt1,t (m) = m1. Let us order this set S in the following way: (t, m) ≤ (t ′, m′) ⇐⇒
t ≤ t ′ and ρt,t ′(m′) = m. Then by the surjectivity of αs for any s we can easily
prove that S is an inductively ordered set. Therefore, by Zorn’s lemma there exists a
maximal element (t, m) of S. If t = t2, then ρt1,t2(m) = m1. If t < t2 then by the
surjectivity of βs’s for any s, there exist t3 with t < t3 ≤ t2 and m3 ∈ Mt3 such that
ρt,t3(m3) = m. This contradicts the maximality of the element (t, m). ��

Now let us introduce the non-characteristic deformation lemma (due to Kashi-
wara). This result is very useful to derive global results from the local properties
of F˙ ∈ Db(CX). Here we introduce only its weak form, which is enough for the
applications in this book (see also [KS2, Proposition 2.7.2]).

Theorem C.3.6 (Non-characteristic deformation lemma). Let X be a C∞-mani-
fold, {�t }t∈R a family of relatively compact open subsets of X, and F˙ ∈ Db(CX).
Assume the following conditions:
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(i) For any pair s < t of real numbers, �s ⊂ �t .
(ii) For any t ∈ R, �t = ⋃

s<t �s .
(iii) For ∀t ∈ R,

⋂
s>t (�s \ �t) = ∂�t and for ∀x ∈ ∂�t , we have[

R�X\�t (F˙)]
x

� 0.

Then we have an isomorphism

R�

(⋃
s∈R

�s, F˙
)

−→∼ R�(�t , F˙)

for any t ∈ R.

Proof. We prove the theorem by using Lemma C.3.5. First let us prove that for any
t ∈ R and i ∈ Z the canonical morphism

lim−→
s>t

H i(�s, F˙) −→ Hi(�t , F˙)

is an isomorphism. Since we have R�X\�t (F˙)|∂�t � 0 by the assumption (iii), we
obtain

R�(�t , R�X\�t (F˙)) � R�(∂�t , R�X\�t (F˙)) � 0.

Then by the distinguished triangle

R�X\�t (F˙) −→ F˙ −→ R��t (F˙) +1−→
we get an isomorphism

R�(�t , F˙) � R�(�t , F˙).
Taking the cohomology groups of both sides we finally obtain the desired isomor-
phisms

lim−→
s>t

H i(�s, F˙) � Hi(�t , F˙). (C.3.4)

Now consider the following assertions:

(A)t
i : lim←−

s<t

H i(�s, F˙) � Hi(�t , F˙)

for i ∈ Z and t ∈ R. Assume that for an integer j the assertion (A)t
i is proved for

any i < j and t ∈ R. Then by Lemma C.3.5 we get an isomorphism Hi(�s, F˙) �
Hi(�t , F˙) for any i < j and any pair s > t . This implies that for each t ∈ R
the projective system {Hj−1(�

t− 1
n
, F˙)}n∈N satisfies the M-L condition. Hence by

Proposition C.3.4 the assertion (A)t
j is proved for any t ∈ R. Repeating this argument,

we can finally prove (A)t
i for all i ∈ Z and all t ∈ R. Together with the isomorphisms

(C.3.4), we obtain by Lemma C.3.5 an isomorphism R�(�s, F˙) � R�(�t , F˙) for
any pair s > t . This completes the proof. ��



D

Filtered Rings

D.1 Good filtration

Let A be a ring. Assume that we are given a family F = {FlA}l∈Z of additive
subgroups of A satisfying

(a) FlA = 0 for l < 0,
(b) 1 ∈ F0A,
(c) FlA ⊂ Fl+1A,
(d) (FlA)(FmA) ⊂ Fl+mA,
(e) A = ⋃

l∈Z FlA.

Then we call (A, F ) a filtered ring. For a filtered ring (A, F ) we set

grF A =
⊕
l∈Z

grF
l A, grF

l A = FlA/Fl−1A.

The canonical map FlA → grF
l A is denoted by σl . The additive group grF A is

endowed with a structure of a ring by

σl(a)σm(b) = σl+m(ab).

We call the ring grF A the associated graded ring.
Let (A, F ) be a filtered ring. Let M be a (left) A-module M , and assume that we

are given a family F = {FpM}p∈Z of additive subgroups of M satisfying

(a) FpM = 0 for p # 0,
(b) FpM ⊂ Fp+1M ,
(c) (FlA)(FpM) ⊂ Fl+pM ,
(d) M = ⋃

p∈Z FpM .

Then F is called a filtration of M and (M, F ) is called a filtered (left) A-module. For
a filtered A-module (M, F ) we set
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grF M =
⊕
p∈Z

grF
p M, grF

p M = FpM/Fp−1M.

Denote the canonical map FpM → grF
p M by τp. The additive group grF M is

endowed with a structure of a grF A-module by

σl(a)τp(m) = τl+p(am).

We call the grF A-module grF M the associated graded module.
We can also define the notion of a filtration of a right A-module and the associated

graded module of a right filtered A-module. We will only deal with left A-modules
in the following; however, parallel facts also hold for right modules.

Proposition D.1.1. Let M be an A-module.

(i) Let F be a filtration of M such that grF M is finitely generated over grF A. Then
there exist finitely many integers pk (k = 1, . . . , r) and mk ∈ Fpk

M such that
for any p we have FpM = ∑

p≥pk
(Fp−pk

A)mk . In particular, the A-module M

is generated by finitely many elements m1, . . . , mk .
(ii) Let M an A-module generated by finitely many elements m1, . . . , mk . For pk ∈

Z (k = 1, . . . , r) set FpM = ∑
p≥pk

(Fp−pk
A)mk . Then F is a filtration of M

such that grF M is a finitely generated grF A-module.

Proof. (i) We take integers pk (k = 1, . . . , r) and mk ∈ Fpk
M so that {τpk

(mk)}1≤k≤r

generates the grF A-module grF M . Then we can show FpM = ∑
p≥pk

(Fp−pk
A)mk

by induction on p. (ii) is obvious. ��
Corollary D.1.2. The following conditions on an A-module M are equivalent:

(i) M is a finitely generated A-module,
(ii) there exists a filtration F of M such that grF M is a finitely generated grF A-

module.

Let (M, F ) be a filtered A-module. If grF M is a finitely generated grF A-module,
then F is called a good filtration of M , and (M, F ) is called a good filtered A-module.

Proposition D.1.3. Let M be a finitely generated A-module and let F, G be filtrations
of M . If F is good, then there exist an integers a such that for any p ∈ Z we have

FpM ⊂ Gp+aM.

In particular, if G is also good, then for a � 0 we have

Fp−aM ⊂ GpM ⊂ Fp+aM (∀p).

Proof. By Proposition D.1.1 we can take elements mk (1 ≤ k ≤ r) of M and integers
pk (1 ≤ k ≤ r) such that FpM = ∑

p≥pk
(Fp−pk

A)mk . Take qk ∈ Z such that
mk ∈ Gqk

M and denote the maximal value of qk − pk by a. Then we have
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FpM =
∑

p≥pk

(Fp−pk
A)mk ⊂

∑
p≥pk

(Fp−pk
A)Gqk

M

⊂
∑

p≥pk

Gp+(qk−pk)M ⊂ Gp+aM.

The proof is complete. ��
Let (M, F ) be a filtered A-module, and let

0 → L → M → N → 0

be an exact sequence of A-modules. Then we have the induced filtrations of L and
N defined by

FpL = FpM ∩ L, FpN = Im(FpM → N),

for which we have the exact sequence

0 → grF L → grF M → grF N → 0.

Hence, if (M, F ) is a good filtered A-module, then so is (N, F ). If, moreover, grF A

is a left noetherian ring, then (L, F ) is also a good filtered A-module.

Proposition D.1.4. Let (A, F ) be a filtered ring. If grF A is a left (or right) noetherian
ring, then so is A.

Proof. In order to show that A is a left noetherian ring it is sufficient to show that
any left ideal I of A is finitely generated. Define a filtration F of a left A-module
I by FpI = I ∩ FpA. Then grF I is a left ideal of grF A. Since grF A is a left
noetherian ring, grF I is finitely generated over grF A. Hence I is finitely generated
by Corollary D.1.2. The statement for right noetherian rings is proved similarly. ��

D.2 Global dimensions

Let (M, F ), (N, F ) be filtered A-modules. An A-homomorphism f : M → N such
that f (FpM) ⊂ FpN for any p is called a filtered A-homomorphism. In this case we
write f : (M, F ) → (N, F ). A filtered A-homomorphism f : (M, F ) → (N, F )

induces a homomorphism gr f : grF M → grF N of grF A-modules. A filtered
A-homomorphism f : (M, F ) → (N, F ) is called strict if it satisfies f (FpM) =
Im f ∩ FpN . The following fact is easily proved.

Lemma D.2.1. Let f : (L, F ) → (M, F ), g : (M, F ) → (N, F ) be strict filtered
A-homomorphisms such that L → M → N is exact. Then grF L → grF M →
grF N is exact.

Let W be a free A-module of rank r < ∞ with basis {wk}1�k�r . For integers
pk (1 � k � r) we can define a filtration F of W by F pW = ∑

k(Fp−pk
A)wk . This

type of filtered A-module (W, F ) is called a filtered free A-module of rank r . We can
easily show the following.
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Lemma D.2.2. Assume that A is left noetherian. For a good filtered A-module
(M, F ) we can take filtered free A-modules (Wi, F ) (i ∈ N) of finite ranks and strict
filtered A-homomorphisms (Wi+1, F ) → (Wi, F ) (i ∈ N) and (W0, F ) → (M, F )

such that
· · · → W1 → W0 → M → 0

is an exact sequence of A-modules.

For filtered A-modules (M, F ), (N, F ) and p ∈ Z set

F p HomA(M, N) = {f ∈ HomA(M, N) | f (FqM) ⊂ Fq+pN (∀q ∈ Z)}.
This defines an increasing filtration of the abelian group HomA(M, N). Set

grF
p HomA(M, N) = Fp HomA(M, N)/Fp−1 HomA(M, N),

grF HomA(M, N) =
⊕

p

grF
p HomA(M, N).

Then we have a canonical homomorphism

grF HomA(M, N) → HomgrF A(grF M, grF N)

of abelian groups. The following is easily proved.

Lemma D.2.3. Let (M, F ) be a good filtered A-module and (N, F ) a filtered A-
module.

(i) HomA(M, N) = ⋃
p∈Z Fp HomA(M, N).

(ii) Fp HomA(M, N) = 0 for p # 0.
(iii) The canonical homomorphism grF HomA(M, N) → HomgrF A(grF M, grF N)

is injective. Moreover, it is surjective if (M, F ) is a filtered free A-module of
finite rank.

Lemma D.2.4. Let (A, F ) be a filtered ring such that grF A is left noetherian. Let
(M, F ) be a good filtered A-module and (N, F ) a filtered A-module. Then there
exists an increasing filtration F of the abelian group ExtiA(M, N) such that

(i) ExtiA(M, N) = ⋃
p∈Z FpExtiA(M, N),

(ii) FpExtiA(M, N) = 0 for p # 0,
(iii) grF ExtiA(M, N) is isomorphic to a subquotient of Exti

grF A
(grF M, grF N).

Proof. Take (Wi, F ) (i ∈ N), (Wi+1, F ) → (Wi, F ) (i ∈ N) and (W0, F ) →
(M, F ) as in Lemma D.2.2. Then we have ExtiA(M, N) = Hi(K ·) with K · =
HomA(W·, N). Note that each term Ki = HomA(Wi, N) of K · is equipped with
increasing filtration F satisfying di(FpKi) ⊂ FpKi+1, where di : Ki → Ki+1

denotes the boundary homomorphism.
Consider the complex grF K · with ith term grF Ki . We have grF K · �

HomgrF A(grF W·, grF N) by Lemma D.2.3. Hence by the exact sequence
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· · · → grF W1 → grF W0 → grF M → 0,

(see Lemma D.2.1) we obtain

ExtigrF A
(grF M, grF N) = Hi(HomgrF A(grF W·, grF N) � Hi(grF K ·).

Now define an increasing filtration of Hi(K ·) = ExtiA(M, N) by

FpHi(K ·) = Im(H i(F pK ·) → Hi(K ·)).
For each i ∈ N we have

Ki =
⋃
p

FpKi, FpKi = 0 (p # 0).

by Lemma D.2.3. From this we easily see that

Hi(K ·) =
⋃
p

FpHi(K ·), FpH i(K ·) = 0 (p # 0).

It remains to show that grF H i(K ·) is a subquotient of Hi(grF K ·). By definition
we have

grF
p H i(K ·) = (FpKi ∩ Ker di + Im di−1)/(Fp−1Ki ∩ Ker di + Im di−1),

H i(grF
p K ·) = Ker(FpKi → grF

p Ki+1)/(Fp−1Ki + di−1(FpKi−1)).

Set L = FpKi ∩ Ker di/(Fp−1Ki ∩ Ker di + di−1(FpKi−1)). Then we can easily
check that L is isomorphic to a submodule of Hi(grF

p K ·) and that grF
p H i(K ·) is a

quotient of L. ��
Let us consider the situation where N = A (with canonical filtration F ) in

Lemma D.2.3 and Lemma D.2.4. Let (A, F ) be a filtered ring and let (M, F )

be a good filtered A-module. We easily see that the filtration F of the right
A-module HomA(M, A) is a good filtration and the canonical homomorphism
grF HomA(M, N) → HomgrF A(grF M, grF N) preserves the grF A-modules struc-
ture. Hence (the proof of) Lemma D.2.4 implies the following.

Lemma D.2.5. Let (A, F ) be a filtered ring such that grF A is left noetherian, and let
(M, F ) be a good filtered A-module. Then there exists a good filtration F of the right
A-module ExtiA(M, A) such that grF ExtiA(M, A) is isomorphic to a subquotient of
Exti

grF A
(grF M, grF A) as a right grF A-module.

Theorem D.2.6. Let (A, F ) be a filtered ring such that grF A is left (resp. right)
noetherian. Then the left (resp. right) global dimension of the ring A is smaller than
or equal to that of grF A.

Proof. We will only show the statement for left global dimensions. Denote the left
global dimension of grF A by n. If n = ∞, there is nothing to prove. Assume that
n < ∞. We need to show ExtiA(M, N) = 0 (i > n) for arbitrary A-modules M, N .
Since A is left noetherian, we may assume that M is finitely generated. Choose a good
filtration F of M and a filtration F of N . Then we have Exti

grF A
(grF M, grF N) =

0 (i > n). Hence the assertion follows from Lemma D.2.4. ��
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D.3 Singular supports

Let R be a commutative noetherian ring and let M be a finitely generated R-module.
We denote by supp(M) the set of prime ideals p of R satisfying Mp 	= 0, and by
supp0(M) the set of minimal elements of supp(M). We have p ∈ supp(M) if and
only if p contains the annihilating ideal

AnnR(M) = {r ∈ R | rM = 0}.
In fact, we have √

AnnR(M) =
⋂

p∈supp(M)

p.

For p ∈ supp0(M) we denote the length of the artinian Rp-module Mp by 'p(M).
We set 'q(M) = 0 for a prime ideal q 	∈ supp(M). For an exact sequence

0 → L → M → N → 0

of finitely generated R-modules we have

supp(M) = supp(L) ∪ supp(N).

Moreover, for p ∈ supp0(M) we have

'p(M) = 'p(L) + 'p(N).

In the rest of this section (A, F ) denotes a filtered ring such that grF A is a
commutative noetherian ring. Let M be a finitely generated A-module. By choosing
a good filtration F we can consider supp(grF M) and 'p(grF M) for p ∈ supp0(M).

Lemma D.3.1. supp(grF M) and 'p(grF M) for p ∈ supp0(M) do not depend on the
choice of a good filtration F .

Proof. We say two good filtrations F and G are “adjacent’’if they satisfy the condition

FiM ⊂ GiM ⊂ Fi+1M (∀i ∈ Z).

We first show the assertion in this case. Consider the natural homomorphism
ϕi : FiM/Fi−1M → GiM/Gi−1M . Then we have Ker ϕi � Gi−1M/Fi−1M �
Coker ϕi−1. Therefore, the morphism ϕ : grF M → grG M entails an isomorphism
Ker ϕ � Coker ϕ. Consider the exact sequence

0 → Ker ϕ → grF M
ϕ→ grG M → Coker ϕ → 0

of finitely generated grF A-modules. From this we obtain

supp(grF M) = supp(Ker ϕ) ∪ supp(Im ϕ),

supp(grG M) = supp(Im ϕ) ∪ supp(Coker ϕ).
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Hence Ker ϕ � Coker ϕ implies supp(grF M) = supp(grG M). Moreover, for p ∈
supp0(grF M) = supp0(grG M) we have

'p(grF M) = 'p(Ker ϕ) + 'p(Im ϕ) = 'p(grG M).

The assertion is proved for adjacent good filtrations.
Let us consider the general case. Namely, assume that F and G are arbitrary good

filtrations of M . For k ∈ Z set

F
(k)
i M = FiM + Gi+kM (i ∈ Z).

By Proposition D.1.3 F (k) is a good filtration of M satisfying the conditions⎧⎪⎨⎪⎩
F (k) = F (k # 0),

F (k) = G[k] (k � 0),

F (k) and F (k+1) are adjacent,

where G[k] is a filtration obtained form G by the degree shift [k]. Therefore, our
assertion follows form the adjacent case. ��
Definition D.3.2. For a finitely generated A-module M we set

SS(M) = supp(grF M),

SS0(M) = supp0(grF M),

JM =
√

AnngrF A(grF M) =
⋂

p∈SS0(M)

p,

d(M) = Krull dim
(

grF A/JM

)
,

mp(M) = 'p(grF M) (p ∈ SS0(M) or p /∈ SS(M)),

where F is a good filtration of M . SS(M) and JM are called the singular support
and the characteristic ideal of M , respectively.

Lemma D.3.3. For an exact sequence

0 → L → M → N → 0

of finitely generated A-modules we have

SS(M) = SS(L) ∪ SS(N),

d(M) = max{d(L), d(N)},
mp(M) = mp(L) + mp(N) (p ∈ SS0(M)).

Proof. Take a good filtration F of M . With respect to the induced filtrations of L and
N we have a short exact sequence

0 −→ grF M −→ grF N −→ grF L −→ 0.

Hence the assertions for SS and 'p are obvious. The assertion for d follows from the
one for SS. ��
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Since grF A is commutative, we have [FpA, FqA] ⊂ Fp+q−1A. Here, for a, b ∈
A we set [a, b] = ab − ba. Hence we obtain a bi-additive product

{ , } : grF
p A × grF

q A → grF
p+q−1 A, ({σp(a), σq(b)} = σp+q−1([a, b])).

Its bi-additive extension

{ , } : grF A × grF A → grF A

is called the Poisson bracket. It satisfies the following properties:

(i) {a, b} + {b, a} = 0,
(ii) {{a, b}, c} + {{b, c}, a} + {{c, a}, b} = 0,

(iii) {a, bc} = {a, b}c + b{a, c}.
We say that an ideal I of grF A is involutive if it satisfies {I, I } ⊂ I .

We state the following deep result of Gabber [Ga] without proof.

Theorem D.3.4. Assume that (A, F ) is a filtered ring such that the center of A con-
tains a subring isomorphic to Q and that grF A is a commutative noetherian ring.
Let M be a finitely generated A-module. Then any p ∈ SS0(M) is involutive. In
particular, JM is involutive.

D.4 Duality

In this section (A, F ) is a filtered ring such that grF A is a regular commutative ring
of pure dimension m (a commutative ring R is called a regular ring of pure dimension
m if its localization at any maximal ideal is a regular local ring of dimension m). In
particular, grF A is a noetherian ring whose global dimension and Krull dimension
are equal to m. Hence A is a left and right noetherian ring with global dimension
� m by Proposition D.1.4 and Theorem D.2.6. We will consider properties of the
Ext-groups ExtiA(M, A) for finitely generated A-modules M .

Note first that for any (left) A-module M the Ext-groups ExtiA(M, A) are endowed
with a right A-module structure (i.e., a left Aop-module structure, where Aop denotes
the opposite ring) by the right multiplication of A on A. Since A has global dimension
� m, we have ExtiA(M, A) = 0 for i > m. Moreover, if M is finitely generated, then
ExtiA(M, A) are also finitely generated since A is left noetherian.

Let us give a formulation in terms of the derived category. Let Mod(A) and
Modf (A) denote the category of (left) A-modules and its full subcategory consisting
of finitely generated A-modules, respectively. Denote by Db(A) and Db

f (A) the
bounded derived category of Mod(A) and its full subcategory consisting of complexes
whose cohomology groups belong to Modf (A). Our objectives are the functors

D = R HomA(•, A) : Db
f (A) → Db

f (Aop)op,

D′ = R HomAop(•, Aop) : Db
f (Aop) → Db

f (A)op,

where Db
f (Aop) is defined similarly.
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Proposition D.4.1. We have D′ ◦ D � Id and D ◦ D′ � Id.

Proof. By symmetry we have only to show D′◦D � Id. We first construct a canonical
morphism M · → D′DM · for M · ∈ Db

f (A). Set H · = DM · = R HomA(M ·, A). By

R HomA⊗ZAop(M · ⊗Z H ·, A) � R HomA(M ·, R HomAop(H ·, Aop))

we have

HomA⊗ZAop(M · ⊗Z H ·, A) � HomA(M ·, R HomAop(H ·, Aop))

Hence the canonical morphism M · ⊗Z H ·(= M · ⊗Z R HomA(M ·, A)) → A in
Db(A ⊗Z Aop) gives rise to a canonical morphism

M · → R HomAop(H ·, Aop)(= D′DM)

in Db(A). It remains to show that M · → D′DM · is an isomorphism. By taking a free
resolution of M · we may replace M · with A. In this case the assertion is clear. ��

For M · ∈ Db
f (A) (or Db

f (Aop)) we set

SS(M ·) =
⋃

i

SS(H i(M ·)).

We easily see by Lemma D.3.3 that for a distinguished triangle

L· −→ M · −→ N · +1−→
we have SS(M ·) ⊂ SS(L·) ∪ SS(N ·).

Proposition D.4.2. For M · ∈ Db
f (A) (resp. Db

f (Aop)) we have SS(DM ·) = SS(M ·)
(resp. SS(D′M ·) = SS(M ·)).

Proof. By Proposition D.4.1 and symmetry we have only to show SS(DM ·) ⊂
SS(M ·) for M · ∈ Db

f (A). We use induction on the cohomological length of M ·.
We first consider the case where M · = M ∈ Modf (A). Take a good filtration
F of M and consider a good filtration F of ExtiA(M, A) as in Lemma D.2.5. By
Lemma D.2.5 we have

SS(ExtiA(M, A)) = supp(grF ExtiA(M, A)) ⊂ supp(ExtigrF A
(grF M, grF A))

⊂ supp(grF M) = SS(M).

The assertion is proved in the case where M · = M ∈ Modf (A). Now we consider
the general case. Set k = min{i | Hi(M ·) 	= 0}. Then we have a distinguished
triangle

Hk(M ·)[−k] −→ M · −→ N · +1−→,

where N · = τ�k+1M ·. By
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Hi(N ·) =
{

Hi(M ·) (i 	= k)

0 (i = k)

we obtain SS(M ·) = SS(N ·) ∪ SS(Hk(M ·)). Moreover, by the hypothesis of induc-
tion we have SS(DN ·) ⊂ SS(N ·) and SS(DHk(M ·)) ⊂ SS(Hk(M ·)). Hence by the
distinguished triangle

DN · −→ DM · −→ (DHk(M ·))[k] +1−→
we obtain

SS(DM ·) ⊂ SS(DHk(M ·)) ∪ SS(DN ·) ⊂ SS(Hk(M ·)) ∪ SS(N ·) = SS(M ·).

The proof is complete. ��
For a finitely generated A-module M set

j (M) := min{i | ExtiA(M, A) 	= 0}.
Theorem D.4.3. Let M be a finitely generated A-module.

(i) j (M) + d(M) = m,
(ii) d(ExtiA(M, A)) ≤ m − i (i ∈ Z),

(iii) d(Extj (M)
A (M, A)) = d(M).

(Recall that m denotes the global dimension of grF A.)

The following corresponding fact for regular commutative rings is well known
(see [Ser2], [Bj1]).

Theorem D.4.4. Let R be a regular commutative ring of dimension m′. For a
finitely generated R-module N we set d(N) := Krull dim(R/ AnnR N) and j (N) :=
min{ i | ExtiR(N, R) 	= 0}.

(i) d(N) + j (N) = m′,
(ii) d(ExtiR(N, R)) ≤ m′ − i (i ∈ Z),

(iii) d(Extj (N)
R (N, R)) = d(N).

Proof of Theorem D.4.3. We apply Theorem D.4.4 to the case R = grF A. Fix
a good filtration F of M . By Lemma D.2.4 (iii) we have SS(ExtiA(M, A)) ⊂
supp(Exti

grF A
(grF M, grF A)) and hence

d(ExtiA(M, A)) � d(ExtigrF A
(grF M, grF A)).

Thus (ii) follows from the corresponding fact for grF A. Moreover, we have
ExtiA(M, A) = 0 for i < j (grF M). Hence in order to show (i) and (iii) it is
sufficient to verify
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d(Extj (grF M)

A (M, A)) = d(M).

By Proposition D.4.2 we have

d(M) = max
i�j (grF M)

d(ExtiA(M, A)).

For i > j (grF M) we have

d(ExtiA(M, A)) � m − i < m − j (grF M) = d(grF M) = d(M),

and hence we must have d(Extj (grF M)

A (M, A)) = d(M). ��
Corollary D.4.5. For an exact sequence

0 → L → M → N → 0

of finitely generated A-modules we have

j (M) = min{j (L), j (N)}.

D.5 Codimension filtration

In this section (A, F ) is a filtered ring such that grF A is a regular commutative ring
of pure dimension m. For a finitely generated A-module M and s ≥ 0 we denote
by Cs(M) the sum of all submodules N of M satisfying j (N) ≥ s. Since Cs(M)

is finitely generated, we have j (Cs(M)) ≥ s by Corollary D.4.5 and hence Cs(M)

is the largest submodule N of M satisfying j (N) ≥ s. By definition we have a
decreasing filtration

0 = Cm+1(M) ⊂ Cm(M) ⊂ · · · ⊂ C1(M) ⊂ C0(M) = M.

We say that a finitely generated A-module M is purely s-codimensional if Cs(M) =
M and Cs+1(M) = 0.

Lemma D.5.1. For any finitely generated A-module M Cs(M)/Cs+1(M) is purely
s-codimensional.

Proof. Set N = Cs(M)/Cs+1(M). Then we have j (N) ≥ j (Cs(M)) ≥ s and hence
Cs(N) = N . Set K = Ker (Cs(M) → N/Cs+1(N)). Then by the exact sequence

0 → Cs+1(M) → K → Cs+1(N) → 0

we have j (K) = min{j (Cs+1(M)), j (Cs+1(N))} ≥ s + 1. By the maximality of
Cs+1(M) we obtain K = Cs+1(M), i.e., Cs+1(N) = 0. ��
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We will give a cohomological interpretation of this filtration.
For a finitely generated A-module M and s ≥ 0 we set

T s(M) = Ext0
Aop(τ

�sR HomA(M, A), Aop).

By Proposition D.4.1 we have T 0(M) = M . By j (Exts(M, A)) ≥ s we have
Exts−1

Aop (Exts(M, A), Aop) = 0. Hence by applying R HomAop(•, Aop) to the distin-
guished triangle

ExtsA(M, A)[−s] −→ τ�sR HomA(M, A) −→ τ�s+1R HomA(M, A)
+1−→

and taking the cohomology groups we obtain an exact sequence

0 → T s+1(M) → T s(M) → ExtsAop(ExtsA(M, A), Aop).

Hence we obtain a decreasing filtration

0 = T m+1(M) ⊂ T m(M) ⊂ · · · ⊂ T 1(M) ⊂ T 0(M) = M.

Proposition D.5.2. For any s we have Cs(M) = T s(M).

Proof. By j (ExtsAop(Exts(M, A), Aop)) ≥ s we see from the exact sequence

0 → T s+1(M) → T s(M) → ExtsAop(ExtsA(M, A), Aop)

using the backward induction on s that j (T s(M)) ≥ s. Hence T s(M) ⊂ Cs(M). It
remains to show the opposite inclusion. Set N = Cs(M). By j (N) ≥ s we have

τ�sR HomA(N, A) = R HomA(N, A),

and hence N = T s(N). By the functoriality of T s we have a commutative diagram

T s(N) N⏐⏐	 ⏐⏐	
T s(M) −−−−→ M,

which implies N ⊂ T s(M). ��
Theorem D.5.3. Let M be a finitely generated A-module which is purely s-codimen-
sional. Then for any p ∈ SS0(M) we have

Krull dim((grF A)/p) = m − s.

Proof. The assertion being trivial for M = 0 we assume that M 	= 0. In this case we
have j (M) = s. Let F be a good filtration of M . Then there exists a good filtration
F of N = ExtsA(M, A) such that grF N is a subquotient of Exts

grF A
(grF M, grF A).

Hence
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SS(N) = supp(grF N) ⊂ supp(ExtsgrF A
(grF M, grF A))

⊂ supp(grF M) = SS(M).

On the other hand since M is purely s-codimensional, we have

M = T s(M)/T s+1(M) ⊂ ExtsAop(ExtsA(M, A), Aop) = ExtsAop(N, Aop)

and hence SS(M) ⊂ SS(ExtsAop(N, Aop)) ⊂ SS(N). Therefore, we have

SS(M) = supp(grF M) = supp(ExtsgrF A
(grF M, grF A)).

By j (grF M) = j (M) = s we have j ((grF A)/p) ≥ s for any p ∈ supp0(grF M).
Set � = {p ∈ supp0(grF M) | j ((grF A)/p) = s)}. By a well-known fact in
commutative algebra there exists a submodule L of grF M such that j (L) > s and
supp0(grF M/L) = �. We need to show supp(grF M) = supp(grF M/L). We have
obviously supp(grF M) ⊃ supp(grF M/L). On the other hand by Exts(L, grF A) =
0 we have an injection Exts(grF M, grF A) → Exts(grF M/L, grF A), and hence

supp(grF M) = supp(Exts(grF M, grF A)) ⊂ supp(Exts(grF M/L, grF A))

⊂ supp(grF M/L).

The proof is complete. ��



E

Symplectic Geometry

In this chapter we first present basic results in symplectic geometry laying special
emphasis on cotangent bundles of complex manifolds. Most of the results are well
known and we refer the reader to Abraham–Mardsen [AM] and Duistermaat [Dui]
for details. Next we will precisely study conic Lagrangian analytic subsets in the
cotangent bundles of complex manifolds. We prove that such a Lagrangian subset is
contained in the union of the conormal bundles of strata in a Whitney stratification
of the base manifold (Kashiwara’s theorem in [Kas3], [Kas8]).

E.1 Symplectic vector spaces

Let V be a finite-dimensional vector space over a field k. A symplectic form σ on V is
a non-degenerate anti-symmetric bilinear form on V . If a vector space V is endowed
with a symplectic form σ , we call the pair (V , σ ) a symplectic vector space. The
dimension of a symplectic vector space is even. Let (V , σ ) be a symplectic vector
space. Denote by V ∗ the dual of V . Then for any θ ∈ V ∗ there exists a unique
Hθ ∈ V such that

< θ, v >= σ(v, Hθ ) (v ∈ V )

by the non-degeneracy of σ . The correspondence θ �→ Hθ defines the Hamiltonian
isomorphism H : V ∗ � V . For a linear subspace W of V consider its orthogonal
complement W⊥ = {v ∈ V |σ(v, W) = 0} with respect to σ . Then again by the
non-degeneracy of σ we obtain dim W + dim W⊥ = dim V . Now let us introduce
the following important linear subspaces of V .

Definition E.1.1. A linear subspace W of V is called isotropic (resp. Lagrangian,
resp. involutive) if it satisfies W ⊂ W⊥ (resp. W = W⊥, resp. W ⊃ W⊥).

Note that if a linear subspace W ⊂ V is isotropic (resp. Lagrangian, resp. invo-
lutive) then dim W ≤ 1

2 dim V (resp. dim W = 1
2 dim V , resp. dim W ≥ 1

2 dim V ).
Moreover, a one-dimensional subspace (resp. a hyperplane) of V is always isotropic
(resp. involutive).
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Example E.1.2. Let W be a finite-dimensional vector space and W ∗ its dual. Set
V = W ⊕ W ∗ and define a bilinear form σ on V by

σ((x, ξ), (x′, ξ ′)) =< x′, ξ > − < x, ξ ′ > ((x, ξ), (x′, ξ ′) ∈ V = W ⊕ W ∗).

Then (V , σ ) is a symplectic vector space. Moreover, W and W ∗ are Lagrangian
subspaces of V .

E.2 Symplectic structures on cotangent bundles

A complex manifold X is called a (holomorphic) symplectic manifold if there exists
a holomorphic 2-form σ globally defined on X which induces a symplectic form on
the tangent space TxX of X at each x ∈ X. The dimension of a symplectic manifold
is necessarily even. As one of the most important examples of symplectic manifolds,
we treat here cotangent bundles of complex manifolds.

Now let X be a complex manifold and T X (resp. T ∗X) its tangent (resp. cotangent)
bundle. We denote by π : T ∗X → X the canonical projection. By differentiating
π we obtain the tangent map π ′ : T (T ∗X) → (T ∗X) ×X (T X) and its dual ρπ :
(T ∗X) ×X (T ∗X) → T ∗(T ∗X). If we restrict ρπ to the diagonal T ∗X of (T ∗X) ×X

(T ∗X) then we get a map T ∗X → T ∗(T ∗X). Since this map is a holomorphic section
of the bundle T ∗(T ∗X) → T ∗X, it corresponds to a (globally defined) holomorphic
1-form αX on T ∗X. We call αX the canonical 1-form. If we take a local coordinate
(x1, x2, . . . , xn) of X on an open subset U ⊂ X, then any point p of T ∗U ⊂ T ∗X

can be written uniquely as p = (x1, x2, . . . , xn; ξ1dx1 + ξ2dx2 + · + ξndxn) where
ξi ∈ C. We call (x1, x2, . . . , xn; ξ1, ξ2, . . . , ξn) the local coordinate system of T ∗X

associated to (x1, x2, . . . , xn). In this local coordinate of T ∗X the canonical 1-form
αX is written as αX = ∑n

i=1 ξidxi . Set σX = dαX = ∑n
i=1 dξi ∧ dxi . Then we see

that the holomorphic 2-form σX defines a symplectic structure on Tp(T ∗X) at each
point p ∈ T ∗X. Namely, the cotangent bundle T ∗X is endowed with a structure of
a symplectic manifold by σX. We call σX the (canonical) symplectic form of T ∗X.
Since there exists the Hamiltonian isomorphism H : T ∗

p (T ∗X) � Tp(T ∗X) at each
p ∈ T ∗X, we obtain the global isomorphism H : T ∗(T ∗X) � T (T ∗X). For a
holomorphic function f on T ∗X we define a holomorphic vector field Hf to be the
image of the 1-form df by H : T ∗(T ∗X) � T (T ∗X). The vector field Hf is called
the Hamiltonian vector field of f . Define the Poisson bracket of two holomorphic
functions f, g on T ∗X by {f, g} = Hf (g) = σX(Hf , Hg). In the local coordinate
(x1, x2, . . . , xn; ξ1, ξ2, . . . , ξn) of T ∗X we have the explicit formula

Hf =
n∑

i=1

(
∂f

∂ξi

∂

∂xi

− ∂f

∂xi

∂

∂ξi

)
.

We can also easily verify the following:⎧⎪⎨⎪⎩
{f, g} = −{g, f },
{f, hg} = h{f, g} + g{f, h},
{{f, g}, h} + {{g, h}, f } + {{h, f }, g} = 0.
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Moreover, we have [Hf , Hg] = H{f,g}, where [Hf , Hg] is the Lie bracket of Hf

and Hg .

Definition E.2.1. An analytic subset V of T ∗X is called isotropic (resp. Lagrangian,
resp. involutive) if for any smooth point p ∈ Vreg of V the tangent space TpV at p is
a isotropic (resp. a Lagrangian, resp. an involutive) subspace in Tp(T ∗X).

By definition the dimension of a Lagrangian analytic subset of T ∗X is equal to
dim X.

Example E.2.2.
(i) Let Y ⊂ X be a complex submanifold of X. Then the conormal bundle T ∗

Y X of
Y in X is a Lagrangian submanifold of T ∗X.

(ii) Let f be a holomorphic function on X. Set �f = {(x, grad f (x)|x ∈ X}. Then
�f is a Lagrangian submanifold of T ∗X.

For an analytic subset V of T ∗X denote by IV the subsheaf of OT ∗X consisting
of holomorphic functions vanishing on V .

Lemma E.2.3. For an analytic subset V of T ∗X the following conditions are equiv-
alent:

(i) V is involutive.
(ii) {IV , IV } ⊂ IV .

Proof. By the definition of Hamiltonian isomorphisms, for each smooth point p ∈
Vreg of V the orthogonal complement (TpV )⊥ of TpV in the symplectic vector space
Tp(T ∗X) is spanned by the Hamiltonian vector fields Hf of f ∈ IV . Assume that V

is involutive. If f, g ∈ IV then the Hamiltonian vector field Hf is tangent to Vreg and
hence {f, g} = Hf (g) = 0 on Vreg. Since {f, g} is holomorphic and Vreg is dense in
V , {f, g} = 0 on the whole V , i.e., {f, g} ∈ IV . The part (i) =⇒ (ii) was proved.
The converse can be proved more easily. ��

E.3 Lagrangian subsets of cotangent bundles

Let X be a complex manifold of dimension n. Since the fibers of the cotangent bundle
T ∗X are complex vector spaces, there exists a natural action of the multiplicative
group C× = C \ {0} on T ∗X. We say that an analytic subset V of T ∗X is conic if
V is stable by this action of C×. In this subsection we focus our attention on conic
Lagrangian analytic subsets of T ∗X.

First let us examine the image H(αX) of the canonical 1-form αX by the
Hamiltonian isomorphism H : T ∗(T ∗X) � T (T ∗X). In a local coordinate
(x1, x2, . . . , xn; ξ1, ξ2, . . . , ξn) of T ∗X the holomorphic vector field H(αX) thus ob-
tained has the form

H(αX) = −
n∑

i=1

ξi

∂

∂ξi

.

It follows that −H(αX) is the infinitesimal generator of the action of C× on T ∗X.
We call this vector field the Euler vector field .
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Lemma E.3.1. Let V be a conic complex submanifold of T ∗X. Then V is isotropic
if and only if the pull-back αX|V of αX to V is identically zero.

Proof. Assume that αX|V is identically zero on V . Then also the pull-back of the
symplectic 2-form σX = dαX to V vanishes. Hence V is isotropic. Let us prove the
converse. Assume that V is isotropic. Then for any local section δ of the tangent
bundle T V → V we have

〈αX, δ〉 = σX(δ, H(αX)) = 0

on V because the Euler vector field −H(αX) is tangent to V by the conicness of V .
This means that αX|V is identically zero on V . ��
Corollary E.3.2. Let � be a conic Lagrangian analytic subset of T ∗X. Then the
pull-back of αX to the regular part �reg of � is identically zero.

Let Z be an analytic subset of the base space X and denote by T ∗
Zreg

X the closure
of the conormal bundle T ∗

Zreg
X of Zreg in T ∗X. Since the closure is taken with respect

to the classical topology of T ∗X, it is not clear if T ∗
Zreg

X is an analytic subset of T ∗X

or not. In Proposition E.3.5 below, we will prove the analyticity of T ∗
Zreg

X. For this
purpose, recall the following definitions.

Definition E.3.3. Let S be an analytic space. A locally finite partition S = ⊔
α∈A Sα

of S by locally closed complex manifolds Sα’s is called a stratification of S if for each
Sα the closure Sα and the boundary ∂Sα = Sα \ Sα are analytic and unions of Sβ ’s.
A complex manifold Sα in it is called a stratum of the stratification S = ⊔

α∈A Sα .

Definition E.3.4. Let S be an analytic space. Then we say that a subset S′ of S is
constructible if there exists stratification S = ⊔

α∈A Sα of S such that S′ is a union
of some strata in it.

For an analytic space S the family of constructible subsets of S is closed under
various set-theoretical operations. Note also that by definition the closure of a con-
structible subset is analytic. Moreover, if f : S → S′ is a morphism (resp. proper
morphism) of analytic spaces, then the inverse (resp. direct) image of a constructible
subset of S′ (resp. S) by f is again constructible. Now we are ready to prove the
following.

Proposition E.3.5. T ∗
Zreg

X is an analytic subset of T ∗X.

Proof. We may assume that Z is irreducible. By Hironaka’s theorem there exists a
proper holomorphic map f : Y → X from a complex manifold Y and an analytic
subset Z′ 	= Z of Z such that f (Y ) = Z, Z0 := Z\Z′ is smooth, and the restriction of
f to Y0 := f −1(Z0) induces a biholomorphic map f |Y0 : Y0 � Z0. From f : Y → X

we obtain the canonical morphisms

T ∗Y
ρf←−−−−− Y ×X T ∗X

�f−−−−−→ T ∗X.
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We easily see that T ∗
Z0

X = �f ρ−1
f (T ∗

Y0
Y0), where T ∗

Y0
Y0 � Y0 is the zero-section of

T ∗Y0 ⊂ T ∗Y . Since T ∗
Y0

Y0 is a constructible subset of T ∗Y and �f is proper, T ∗
Z0

X

is a constructible subset of T ∗X. Hence the closure T ∗
Z0

X = T ∗
Zreg

X is an analytic
subset of T ∗X. ��

By Example E.2.2 and Proposition E.3.5, for an irreducible analytic subset Z of X

we conclude that the closure T ∗
Zreg

X is an irreducible conic Lagrangian analytic subset
of T ∗X. The following result, which was first proved by Kashiwara [Kas3], [Kas8],
shows that any irreducible conic Lagrangian analytic subset of T ∗X is obtained in
this way.

Theorem E.3.6 (Kashiwara [Kas3], [Kas8]). Let � be a conic Lagrangian analytic
subset of T ∗X. Assume that � is irreducible. Then Z = π(�) is an irreducible
analytic subset of X and � = T ∗

Zreg
X.

Proof. Since � is conic, Z = π(�) = (T ∗
XX) ∩ � is an analytic subset of X.

Moreover, by definition we easily see that Z is irreducible. Denote by �0 the open
subset of π−1(Zreg)∩�reg consisting of points where the map π |�reg has the maximal
rank. Then �0 is open dense in π−1(Zreg)∩� and the maximal rank is equal to dim Z.
Now let p be a point in �0. Taking a local coordinate (x1, x2, . . . , xn) of X around
the point π(p) ∈ Zreg, we may assume that Z = {x1 = x2 = · · · = xd = 0} where
d = n − dim Z. Let us choose a local section s : Zreg ↪→ �reg of π |�reg such that
s(π(p)) = p. Let i�reg : �reg ↪→ T ∗X be the embedding. Then by Corollary E.3.2
the pull-back of the canonical 1-form αX to Zreg by i�reg ◦ s is zero. On the other
hand, this 1-form on Zreg has the form ξd+1(x′)dxd+1 + · · · + ξn(x′)dxn, where we
set x′ = (xd+1, . . . , xn). Therefore, the point p should be contained in {ξd+1 =
· · · = ξn = 0}. We proved that �0 ⊂ T ∗

Zreg
X. Since dim �0 = dim T ∗

Zreg
X = n we

obtain T ∗
Zreg

X = �0 ⊂ �. Then the result follows from the irreducibility of �. ��
To treat general conic Lagrangian analytic subsets of T ∗X let us briefly explain

Whitney stratifications.

Definition E.3.7. Let S be an analytic subset of a complex manifold M . A stratifica-
tion S = ⊔

α∈A Sα of S is called a Whitney stratification if it satisfies the following
Whitney conditions (a) and (b):

(a) Assume that a sequence xi ∈ Sα of points converges to a point y ∈ Sβ (α 	= β)
and the limit T of the tangent spaces Txi

Sα exists. Then we have TySβ ⊂ T .
(b) Let xi ∈ Sα and yi ∈ Sβ be two sequences of points which converge to the same

point y ∈ Sβ (α 	= β). Assume further that the limit l (resp. T ) of the lines li
jointing xi and yi (resp. of the tangent spaces Txi

Sα) exists. Then we have l ⊂ T .

It is well known that any stratification of an analytic set can be refined to satisfy the
Whitney conditions. Intuitively, the Whitney conditions means that the geometrical
normal structure of the stratification S = ⊔

α∈A Sα is locally constant along each
stratum Sα as is illustrated in the example below.
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Example E.3.8 (Whitney’s umbrella). Consider the analytic set S = {(x, y, z) ∈
C3 | y2 = zx2} in C3 and the following two stratifications S = ⊔2

i=1 S′
i and S =⊔3

i=1 Si of S: {
S′

1 = {(x, y, z) ∈ C3 | x = y = 0}
S′

2 = S \ S′
1⎧⎪⎨⎪⎩

S1 = {0}
S2 = {(x, y, z) ∈ C3 | x = y = 0} \ S1

S3 = S \ (S1 � S2)

Then the stratification S = ⊔3
i=1 Si satisfies the Whitney conditions (a) and (b), but

the stratification S = ⊔2
i=1 S′

i does not.

y

x

z

We see that along each stratum Si (i = 1, 2, 3), the geometrical normal structure
of S = ⊔3

i=1 Si is constant.

Now consider a Whitney stratification X = ⊔
α∈A Xα of a complex manifold X.

Then it is a good exercise to prove that for each point x ∈ X there exists a sufficiently
small sphere centered at x which is transversal to all the strata Xα’s. This result
follows easily from the Whitney condition (b). For the details see [Kas8], [Schu].
Moreover, by the Whitney conditions we can prove easily that the union

⊔
α∈A T ∗

Xα
X

of the conormal bundles T ∗
Xα

X is a closed analytic subset of T ∗X (the analyticity
follows from Proposition E.3.5). The following theorem was proved by Kashiwara
[Kas3], [Kas8] and plays a crucial role in proving the constructibility of the solutions
to holonomic D-modules.

Theorem E.3.9. Let X be a complex manifold and � a conic Lagrangian analytic
subset of T ∗X. Then there exists a Whitney stratification X = ⊔

α∈A Xα of X

such that
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� ⊂
⊔
α∈A

T ∗
Xα

X.

Proof. Let � = ∪i∈I �i be the irreducible decomposition of � and set Zi = π(�i).
Then we can take a Whitney stratification X = ⊔

α∈A Xα of X such that Zi is a union
of strata in it for any i ∈ I . Note that for each i ∈ I there exists a (unique) stratum
Xαi

⊂ (Zi)reg which is open dense in Zi . Hence we have �i = T ∗
(Zi)reg

X = T ∗
Xαi

X

by Theorem E.3.6 and � = ∪i∈I �i ⊂ �α∈AT ∗
Xα

X. ��
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[MV] I. Mirković and K. Vilonen, Perverse sheaves on affine Grassmannians and Langlands
duality, Math. Res. Lett., 7-1 (2000), 13–24.

[Mn] M. Miyanishi, Algebraic Geometry, Shōkabō, Tokyo, 1990 (in Japanese).
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